
EE 2030 Linear Algebra Spring 2012

Solution to Final Examination

1. (a) True. Since

det(A− λI) = det(A− λI)T = det(AT − λI)

the eigenvalues of A are the same as the eigenvalues of AT .

(b) False. Both A and B are actually in Jordan forms:

A =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 , B =


0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 .

Since they have different Jordan forms, they are not similar.

(c) False. Since we know that T (0, 0, 0) = (0, 0, 0) = T (1,−2, 1) and hence the
kernel of T does not contain the zero vector only, T has no inverse.

(d) True. In the standard basis, the matrix representing T is 2 −1 0
−1 2 −1
0 −1 2


which is a symmetric matrix. By the Spectral Theorem, there exist three or-
thonormal eigenvectors and this symmetric matrix is diagonalizable. There-
fore, in this orthonormal basis (formed by the three orthonormal eigenvec-
tors), the matrix representation for T is a diagonal matrix.

2. (a) Consider

det(A− λI) =

∣∣∣∣∣∣
2− λ 0 0
0 4− λ 0
1 0 2− λ

∣∣∣∣∣∣
= (4− λ)(2− λ)2 = 0.

Thus, we have λ = 4, 2, 2. For λ1 = 4, the AM of λ1 equals 1. Besides,

A− λ1I =

 −2 0 0
0 0 0
1 0 −2

 =⇒

 −2 0 0
0 0 0
0 0 −2


and the corresponding eigenvector is01

0

 .



The GM of λ1 is 1, which is equal to the AM of λ1. For λ2 = 2, the AM of
λ2 equals 2. Besides,

A− λ2I =

 0 0 0
0 2 0
1 0 0


and the corresponding eigenvector is00

1

 .

The GM of λ2 is 1, which is smaller than the AM of λ2. Therefore, A is not
diagonalizable, and its Jordan form is4 0 0

0 2 1
0 0 2

 .

(b) Consider

det(A− λI) =

∣∣∣∣∣∣
3− λ −1 −2
2 −λ −2
2 −1 −1− λ

∣∣∣∣∣∣
= −λ(1− λ)2 = 0.

Thus, we have λ = 0, 1, 1. For λ1 = 0, the AM of λ1 equals 1. Besides,

A− λ1I =

 3 −1 −2
2 0 −2
2 −1 −1

 =⇒

 3 0 −3
0 0 0
0 −1 1


and the corresponding eigenvector is11

1

 .

The GM of λ1 is 1, which is equal to the AM of λ1. For λ2 = 1, the AM of
λ2 equals 2. Besides,

A− λ2I =

 2 −1 −2
2 −1 −2
2 −1 −2

 =⇒

 2 −1 −2
0 0 0
0 0 0


and the corresponding eigenvectors are12

0

 ,

10
1

 .

2



The GM of λ2 is 2, which is equal to the AM of λ2. Therefore, A is diago-
nalizable with

S =

1 1 1
1 2 0
1 0 1

 and Λ =

0 0 0
0 1 0
0 0 1

 .

3. Let uk =

[
Gk+1

Gk

]
. We can have, for k ≥ 0,

uk+1 =

[
Gk+2

Gk+1

]
=

[
1/2 1/2
1 0

] [
Gk+1

Gk

]
= Auk

where

A =

[
1/2 1/2
1 0

]
.

Then uk = Auk−1 = A2uk−2 = · · · = Aku0. Let

det(A− λI) =

∣∣∣∣ 1/2− λ 1/2
1 −λ

∣∣∣∣ = λ2 − 1

2
λ− 1

2
= 0

and we can obtain λ = 1 or −1/2. For λ = 1,

A− 1 · I =

[
−1/2 1/2
1 −1

]
=⇒ v1 =

[
1
1

]
.

For λ = −1/2,

A−
(
−1

2

)
I =

[
1 1/2
1 1/2

]
=⇒ v2 =

[
1
−2

]
.

Expressing u0 as a linear combination of v1 and v2, we can have

u0 = c1v1 + c2v2 = c1

[
1
1

]
+ c2

[
1
−2

]
=

[
1 1
1 −2

] [
c1
c2

]
=⇒

[
c1
c2

]
=

([
1 1
1 −2

])−1

u0 =
−1

3

[
−2 −1
−1 1

] [
1/2
0

]
=

[
1/3
1/6

]
=⇒ u0 =

1

3
v1 +

1

6
v2.

Hence we can obtain

uk = Aku0 = Ak

(
1

3
v1 +

1

6
v2

)
=

1

3
Akv1 +

1

6
Akv2

=
1

3
· 1kv1 +

1

6

(
−1

2

)k

v2

=
1

3

[
1
1

]
+

1

6

(
−1

2

)k [
1
−2

]
=

[
Gk+1

Gk

]
.
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Therefore,

Gk =
1

3
− 1

3

(
−1

2

)k

.

As k → ∞, we have

lim
k→∞

Gk =
1

3
.

4. (a) Let

B =
1

2

(
A+AT

)
=

1

2

{[
4 −1
5 4

]
+

[
4 5
−1 4

]}
=

[
4 2
2 4

]
and we have xTAx = xTBx. The eigenvalues of B can be found as:

det (B − λI) =

∣∣∣∣ 4− λ 2
2 4− λ

∣∣∣∣ = λ2 − 8λ+ 12 = 0

=⇒ λ = 2 or 6.

Since both the eigenvalues of B are positive and thus B is positive definite,
we have xTAx = xTBx is always positive for every nonzero vector x.

(b) From class, we can have

λmin ≤ R(x) =
xTAx

xTx
=

xTBx

xTx
≤ λmax

where λmin and λmax are the minimum and maximum eigenvalues of B, re-
spectively. From (a), we have λmax = 6. Therefore,

maxx̸=0R(x) = 6.

(c) A vector x achieves minx̸=0R (x) if x belongs to the eigenspace corresponding
to λmin. From (a), we have λmin = 2. Since

B − λminI =

[
2 2
2 2

]

we can choose x =

[
1
−1

]
or any nonzero scalar multiplication of

[
1
−1

]
.

5. (a) For any nonzero singular value σ of A, we can find a nonzero eigenvector x
of ATA such that ATAx = σ2x. Therefore, we can have

∥Ax∥
∥x∥

=
(xTATAx)1/2

(xTx)1/2
=

(σ2xTx)1/2

(xTx)1/2
=

σ∥x∥
∥x∥

= σ.

(b) Let xi be an eigenvector ofA corresponding to λi, for i = 1, 2, · · · , n. SinceA
is an n by n symmetry matrix, we have ATAxi = AAxi = λiAxi = λ2

ixi, for
i = 1, 2, · · · , n. Therefore, the singular values of A are given by

√
λ2
i = |λi|,

for i = 1, 2, · · · , n.
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(c) Let A = UΣV T be the singular value decomposition of A. Since A is an n
by n matrix, we have ΣTΣ = ΣΣT = Σ2. Besides, we know that U−1 = UT

and V −1 = V T . Hence we can obtain

ATA = (UΣV T )TUΣV T = V ΣTUTUΣV T = V ΣTΣV T = V Σ2V T

and

AAT = UΣV T (UΣV T )T = UΣV TV ΣTUT = UΣΣTUT = UΣ2UT .

Choosing M = UV T which is invertible with M−1 = V UT , we can obtain

M−1AATM = V UTUΣ2UTUV T = V Σ2V T = ATA.

As a result, ATA is similar to AAT .

6. (a) Let C,D ∈ M , and we can check the following two conditions:

• T (C +D) = A(C +D) = AC +AD = T (C) + T (D).

• T (cC) = A(cC) = c(AC) = cT (C) for all c.

Therefore, T is linear.

(b) We can have

T (V 1) =

[
a 0
c 0

]
= aV 1 + 0V 2 + cV 3 + 0V 4

T (V 2) =

[
0 a
0 c

]
= 0V 1 + aV 2 + 0V 3 + cV 4

T (V 3) =

[
b 0
d 0

]
= bV 1 + 0V 2 + dV 3 + 0V 4

T (V 4) =

[
0 b
0 d

]
= 0V 1 + bV 2 + 0V 3 + dV 4.

Therefore, the matrix representation for T in this basis β is
a 0 b 0
0 a 0 b
c 0 d 0
0 c 0 d

 .

7. (a) Perform singular value decomposition, and we can have

A = UΣV T =

1/√2 1/
√
2 0

0 0 1

1/
√
2 −1/

√
2 0

√2 0

0
√
2

0 0

[
1 0
0 1

]
.

Then the pseudoinverse of A is given by

A+ = V Σ+UT

=

[
1/2 0 1/2
1/2 0 −1/2

]
.
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(b) Since A has full column rank, there is a left inverse for A. We can have

A+A = I

and hence the pseudoinverse A+ obtained in (a) is a left inverse for A.

(c) The projection matrix onto the column space of A is given by

P c = AA+ =

1 0 0
0 0 0
0 0 1

 .

(d) We can have

xr = A+b =

[
4
−1

]
.
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