NTHU MATH 2810 Midterm Examination Solution Oct 30, 2007

(a) (3pts) Let n; be the number of candies the ith child got, where ¢ = 1,2, 3,4, then
it must be satisfied that

1.

n; >1,1=1,2,3,4, and ny+ ny+ ng+ny = 10. (1)

The number of integer solutions for Eqn. (1) is (140:11> = 84.

(b) (3pts) For each of the 10 different books, there are four distinct (and independent)
choices of child it can be given to. So, the answer is 4 x 4 x - -+ x 4 = 410,

2. (8pts) The three equations can be represented in terms of pq, ps, p3, and py as follows:

P(AUB)=3P(B) = p1+p2+ps=3(p1+ps), (2)
P(ANB) = 04P(ANB°) = p, = 0.4p, (3)
P((AUB)) =01 = pys=0.1. (4)

Furthermore, because (ANB)U(ANB)U(A‘NB)U(A‘NB°) = 2 (the whole sample space),
(5)

p1+p2+ps+ps=1.

By solving Equs. (2), (3), (4), and (5), we get,
p1 = 0.24, p, =0.6, p3 =0.06, and py = 0.1.

Therefore, P(A) = p1 + ps = 0.84.
3. (a) (4pts) Let E be the event of picking a black ball the first draw. Then,

2
P(E|UY) :? and P(EIU;) = 2.

So, by the law of total probability,

P(E) = P(E|U,)-P(U,)+ P(E|U) - P(Us)
31 21 1
5275272

(b) (2pts) By the Bayes’ Rule, we get

_P(LnE) _PE|U)-PU;)  2-5 3
POIE) = =5 == p(B) e

(¢) (4pts) Let F' be the event that the second ball is black, then by the law of total
probability,
P(ENF) = P(ENF|U,)-PU)+ P(ENF|Us) - P(Us)

B (3)2 1+<2)2 1 13
\5 2 5 2 50

_P(ENF) 13/50 13
PUFIE) = P(E) — 1/2 25

Therefore,




4.

D.

6.

(a) (5pts) For the events A, B, and C,

P(A)
P(B)
P(C)

P({red die is 1, 2, or 3}) =3/6 = 1/2,
P({red die is 3, 4, or 5}) = 3/6 = 1/2,
P({(red die, blue die) is

(1, 4), (2, 3), (3, 2), or

(4, 1)}) = 4/36 = 1/9.

The event AN BNC' is exactly the event that the red die is 3 and blue die is 2. So,

P(ANBNC) =

(b) (3pts) The answer is NO because

P(ANB) =

P({red die is 3}) =

36

1
4
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L _ paypB)P©).

P(A)P(B).

(a) (8pts) Let Fy(y) be the cumulative distribution function of Y, then

Fy(y)

= P(Y <y)

(i) When a > 0, from (6) we get

PaX <y—1b)=

(ii) When a < 0, from (6) we get

P(aX < y-b)

where F'y (( )
(iii) When a = 0, from

) is the left
(6) we get

=PlaX +b<y) =

P

:p<Xzy_b>:1—P(X<y_
a

limit of Fy at 2.

PeX <=1 = POy 1) =

0,

(aX <y-—0).

1, ify>b,
it y <b.

(b) (3pts) Because all values of a probability mass function must sum up to one, we

get

1—fo

(1+4+9416)=30-c

1
c= —.

=
30

(a) (10pts) Let Y; and Y be the labels on the first and second tickets drawn, respec-

tively. Then,

PYi=y,Ys =y) =

2)/(10 x 9), if (41,
3)/(10 x 9), if (41,
/(10 x 9), it (g1,
D)/(10 % 9), if (31,
3)/(10 x 9), if (41,
4)/(10 x 9), if (y.
2)/(10 x 9), if (41,
4)/(10 x 9), if (.
3)/(10 x 9), i (4.

y2) = (1,2) or (2,1),
y2) = (1,3) or (3,1),
y2) = (1,4) or (4, 1),
y2> = (272)7
y2) = (2,3) or (3,2),
y2) = (2,4) or (4,2),
y2) - (373)7
y2) = (3,4) or (4,3),
y2> = (474)7



and

Srors
o

=Y, - Yo| =

=
S
I

— O N = O W -
=N =Y
D
S S
Il I

=
S
I

—
=
AN N N N AN N N N
=<
o
N N e e S S e N
NN N N TN N N TN
=W W N NN

=
—
[
—~
=
S
I

Therefore, the probability mass function of X is
246+ 12)/90 = 20/90, ifx =0,

=0) = (

1) =(2x246x2+12x 2)/90 =40/90, ifz =1,
2) = (3 x 2+ 8 x 2)/90 = 22/90, if o =2,
3) = (4 x 2)/90 = 8,90, if v =3,

P(X
(X
fx(z) = (X
(X

“U“U“U
I

j==)

Y

(b) (2pts)
0x204+1x40+2x224+3%x8

BX) = 90

= 108/90 = 1.2.

(c) (3pts)

0x20+1x40+4x22+9 %8
90

Var(X) = B(X?) — (E(X))? =20/9 — (1.2)* = 176/225 ~ 0.782.

E(X?) = =20/9,

(a) (6pts) We first show that

PX>n) = S felo)= 3 p-(1—p)

= p-[1=-p)"+Q=p)"+(1=p)"?+-]=p- =

Then, for positive integers n and k,

P(X=n+k)N(X>n)) PX=n+k)

otherwise.

P(X =n+kX >n) = P(X > n) - P(X>n)

p-(1—p)rtht

= =p-(1-p)"" = P(X =k).

(I—p)m

(b) (6pts) The random variable X is the number of independent Bernoulli trials required
until we get r successes where each trial has probability p of success. Suppose that

we run n such trials and have not yet got r successes in the n trials. We

need

to continue in order to find the value of X and so we know that it is the event
X > n. The number of successes in the first n trials, however, follows a binomial
distribution with parameters n and p. We need to continue if, and only if, we have
not found r successes in n trials, which is the event Y < r. Thus the two events

X >n and Y < r are identical and hence have the same probability, i.e.,

P(X >n)= P <r).



