NTHU MATH 2810, 2011 Lecture Notes

Conditional Probability——f#fa2¢ "
« Q: Should the following probabilities be different? T,

>Event= T2 RAZHGE Mﬁf%rf(ﬂ%\i" nformtzon.
middl

» P=7?inthefeginning « P=??inth n P=7?
of the season of the season @> Honed
» Event = rain tomorrow @ :
i » P=7?if no information about where you are staying

aod| . p=7if you are staying in a desert
« P=7?if atyphoon will hit the place you stay tomorrow

e Q: What causes the differences?

»For an event, new information (i.e., some other event has
occurred) could change its probability

»We call the altered probabil ité/ a c%diti ongldprobabi lity
: C v oW _
» Mathematical-Befinjtion: If@and are two eventsin asample
m mlenedfed .

space Q2 and 0, then n
P(AN B)
P(B|A) = SO
is called the conditional probability of B given A.
»1n the classical model, p. 32

P(A) =#A#Q and P(A N B)=#ANB)/#Q

_#ANB)/FX_ #(ANB)ck __¥B
=« Example: A famny Is known to have 2 children, at Ieast one of
whom| aqirl, O: Probabllltwat néhe other |saboy- 3
a

22 = {bb,bg, gb, 95} [ 2 orgnel

0 A= gg} and B={bbbg, b} [ Seilple

. P(B|A) = #(ANB)/#A = 2/3
= Note: #Q) isreduced to #A.

» | n effect by conditioning,
= We are restricting the sample space from Q to A,
1.€., Q— A,
= and, for an arbitrary event B in Q to occur when A
has occurred, we need that both A and B occur A b
together, i.e., B — BN A. (new samp

s
>The division by P(A) in the definition abovefescaled pace )

al probabilities from the entire sample space Q to
being relative to the new sample space A 0 P( Samp|¢ SPN.Q) ‘
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br.> P(B|A) is aprobability measure defined on B b33

t:éa/w‘lo(. @P( |A) satlsfles the 3 axioms of probabrﬁty @ﬂg@)% tasls

msw rewy —
on 2 P() ‘u‘ | Pea -/1 .

= Any propositions developed in Chapter 2 for probability
measures can be applied on A(- |A)

(For example, P(B*|A)=1—P(B|AXYS PGlay-Ra/acyx | m el
» 3 Useful Formulas for Calculating Probabilities A
(for 2-events case) = p(B) -P(A[B) if p(3)>0
If 2XA)>0,then P(AN B) ¢ P(A)P(B|A). —D

ﬁfﬁ From the. defiritron of- cond, prob,  P(BJA)=PLANBYpAY QB
2 o< A)<], then ,~weigkked averagg i
‘@P{B A .{ B|A°) -—C)
B 32(.‘2:() c) bY@ _/(II ) " /U | [WI
= & P(AnB C
=B NAYU(BNAS) " PR ;

JL p.34

3If0 <gA}<1andB( )> OﬁP
(B|A)

A
/—\.
’ﬁ;BA + P(A)P(BlA) &

A R—
- >Example(Urn Problem) P& "B peals) 8
R = The Story. n balls sequentially and randomly chosen, wit_hou1tx
replacement, from an urn containing R red and N—R wh :
NR balls (n<N). Q: Given that k of then ballsarered (k<R

probability that the 1% ball chpsenisred = ?7? a
&

% npelet  A={k of then ballsare red}
B={1% ball chosen isred} '

= Method 1: P(B|A): (Z:D/(Z) —k/m H G

g () (/)
P R () x (VB

o P(AN B) = P(B)P(A|B) = - x s

o P(BIA) = P(ANB)/ P(A) = k/n
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> Example (Diagnostic Tests) "
= The Story. A diagnostic test for afarg disease (e.g., an Xray .
for lung cancer) is part of aroutine pysical exam. /W

DNnE|DNE
DnE |pAne
]

3

« Let Q = {the whole population of Taiwan}
D={disease s present}

E={test indicates disease present}

= Suppose that A(D)=0.001, A(E]D)=0.98,

Q: Do you think the test is effectiveama=|

= Letus examine it from an alternative viewpoint

D)P(E|D) + P(D°)P E\DC

M om x 0.98 ‘001097

P(D)P(E|D) 0.00098

by@/’f(P(D Em)w 0.01097
dtsmsz P(D°|E) =1 — P(D|E) = 0.9107

. Now, do you still think the test is effective? (D)

But, why the 2 interpretations so different? What causes it?

= The probability of D increasedAs W& 80 of r:ogughly 90
(0.001 — 0.0893) whe but 0.0893 is still small

N E|D?)=0.01

smaf| =~o

= The A(E|D¢) (=0.01) and P(E<|D) (=1-P(E|D)=0.02) are "™
called the fal se positive and fal se negative rates, respectively.

>Example (Sampling Experiments): An urn contains R red balls
Nand N—R white balls. Sample 2 ballsfromtheurn. A n

INR A = {red on the first draw} r)w W[w
ej B = {red on the second draw} T
I 204 sampling Without Replacement: INp. 3¢t |/ A
P(A) = -2 PUAnB - «P@p@m
(N—-1) N @ 7 -
) PANB)  (R(E-1)/(N(N 1)) _ R-1
ol P(A) R/N — N -1
similarly, P(B|A%) = 1. (exercise P(B/A)+P(B A°)

W,
c o7 P(B PB|A +P AC P(B|A)
\/
—1
O O =
(st and _1

R+NR R2 R(N—l) R
N —1) " NN-1) N
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P(ANB) B (R(R—1))/(N(N —1)) B R_1 P37

P(4]B) = P(B) R/N T N1
0B) * .The probabilities are pro rtel}onal to # of red balls |eft
P B) * *HAIB) = P(BlAf &/ ¥ @Ya drawn bal] back

Sampllngw\LhBe&légem,\e,nJ o the vt
R N R N R R
PM)Zﬁ'ﬁZﬁ, P(B)ZW'WZN, %)a/d/'g

1 U R R R R*/N? R
» Extensions of the 3 Useful Formulas (for m-events case) |m
1.(Multiplication Law) If A , ..., A are events for whichp:310

- _1) >0, then q
P(A1)P(As| A P(A3| A1 N As) -+ P(Ap| AL (-0 Ay

by Dty _m) PRnants)y  PBin - 0 A4m)
dﬁ‘ S i

7'

365 k 1 1@ WhiL benefit> dpes
4 365 cond. pob, bnhg ?
;fm o P(A1N---NA) = P(A)P(As]| A1) - P(An]| Ay NN Ap_s)

by@f 365 —k+1 365! ~(365),

365 ~365m- (365 —n)! 3657

= Example (Matching Problem LNp.2-11). Q: Probability that
exactly k of n members have matche_sJ A .

~[Z}(WnLetQ be all permutations o = (iy, ..., 7,) of 1, 2, .
"Walet A, ={w:i,= j} and dith A J,c
R
NA

A= H (AT N NA5 _ NA; NAS N NAY)
1;____/ MW"MH\/ Q(C((Lsull A
o By symmetry, p(A) = (Z) X P(‘fllﬂ“'MAkaméiﬂm‘“w

ample(B|rthday Problem, LNp.2-3). Let A, betheevent **
at the £t birthday differs from the first k1. Then P(A)=1,
I:I

P(Ag|ArN---NAg—y1) =

E
I:ILetE:Alm...mA and G=AS. N---NAS C'_f
a0 +
nThen, P(ENG) = P(E)P(G|E), Where
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p.3-9

N\ P(E)= P(Al)P(A2|A1) ‘P(Ag|A1 NN Ag_1)
A,AC'BO( _Exn—lx Xn—k—l—i“kw'  (n)k
n—k -2 .
”;”f %] ana, picim ¢ > = F

n 1 Pn—k N .
= — = % Wh | I %‘ 1
T o P(A) (k) (n)kpn_k A R ennisiarg 2

@(Law of Total Probability) Let A, ..., A, be @ of Q /ﬂ'

and P(A,)>0, =1, ..., m, then for any eventB C At
B-BASL  p(s) ~ £, EAF(BIA) ez
‘Ban(ca %) \'EP(BOAQ-/\ weighted -
@’o‘_‘fé/wmd( exdusive A é

(Bayes Rule) Let Al, e A beapartltlorg bfs!g@%d‘}(A )>0,

—1 .y M. Ifl%’lsanev t such that D(P)>O thenfor1<3<m/
P(%\B)

rom Bay | S’ V|3Np0| nt ( C/a;('a . %,_ . p. 3-10

H(A,)=probability of A, before@occurs — prior prQb.

& 2
dm%%b 1* )=probability of A. after Boccurs—@%/ Lof Erob

— The Bayes' ruletells how to update the probabilitiesof A, in
light of the new information (i.e., B occurs)

=« An Application of Bayes Rule. Suppose that arandom
experiment consists of two random stages

_,/l]_st \ > ond 4.6

n/

o The probabilities of the 29- stag_ e results what
happened in the 1 stage P( B A ) B occur 4
o We never see the result of the 1% stage, only the@

o We may be interested in finding the probability for
outcomes in the 1% stage given thefina r@lt B

P(A318)
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FH

> Example (Gold Coins): 1st] ———(>nd ﬁ%é
= The Story. (s st
oBox 1 contains 2 silver coins. B”’“ l Bm‘z{ Box3

oBox 2 contains 1 gold and 1 silver goin.
oBox 3 contains 2 gold coin

o Experiment: ect abox at random and((ii) Examine
the 2 coinsin order (assuming all choices are equally
likely at each stage)

= Q: Giventhat 1% coin is gold, what is the probability that
Box k is selected, k=1, 2, 37

oLet A,={Box k is selected}, B ={1% coinisgold},

. 0, if k=1,
P(Bph; 1/2 1fk__2
o O—I— o 25.
(1/3 0
o iy /1/>2 -

Slmllarly, P(A5|B) = 1/3, P(A3|B) = 2/3.

= Q: Giventhat 1% coin is gold, what is the probability that 2™ prit™

coinisgold? B 0, ifk=1
nLd%—{Z”dCO|n|sgold}. P(BNC|Ay) =14 0, ifk=2,
o P(BNC) = 0+1 042.1—+ L—iE=3.
3 32?wm caleultion,
by@/\ P(BNC) 1/3 2 J

c.t
P(C|B) = P( 12 3 >P{A5{AzﬂUA3>-——-

» Q: Why arethe 3 formulas useful in calculating probabllltles’7
(Note: They all benefit from conditional probabilities.)

Ans (NE->MB&H& &,

(i1) #§ =conditioning because the sample space is reduced
@ from Q to asmaller set. (For example, in many cases,
H(B|A;)’s are known or are easier to find)

» Odds and Conditional Odds
» The odds 02 an event A:
dock Wp2b——3 P(4) _ P( ) _0(A)
A= ~ 1= pa) @ PO g
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» The odd of event B given A: p. 313

}(ﬂi‘l P(B|A) _Pane)/piy | PBP(A [B)
P(BelA) PG5 1 P89
and o AM ﬁ% (4/ 5 )

P(A|B
under the o(B|A) = o(B) x {( M|m)\
Pm . MEASUR D
% Reading: textbook, éec?l 32,3335

Independence— %&]z .

 Definition (i ndependencefor@events case). T ts A and B
are said to be independent if and only if pmpad% dzfm@(am evenls
for calewldlion puoe—> p(A 1 BY = P(A)P(B w (m andy
Otherwise, they are sad to be dependent. ku "

(@am/eazu
»>Notes. For independent events A and B, |- then )
—Gj( me (A N B)
PW\RUsL —>P(B|A) = P(A) @P

smilarly, i{2(B) >0 p(4|B) QW

Q: How to interpret the equal_i_tﬂof the conditional and
unconditional probabilities?

>Examp|e(SampI|ngaaIIs LNp.3-6) A and B were P

“independent for'sampling with replacement, but“dependent for
sampling without replacement.

»Example (Cards): If acard is selected from astandard deck, let

] _ ng,ea’v‘o an
A ={ace andﬁdiead Thegn e ng
" P(4) = ;—2 _ 1i3 P(B) =15 = Z’ P(&0B)>PA)p(E)
1 exerise .
(AmB%\—ﬁ — P{A)P(B) P(BIA) > P(B)
—Fac and.arelndependent n p(8l P«C)<P(B)

» Theorem (Independence and Complements, 2-events case).
If Aand B are Independent, then so are A¢ and B.

poof: B=BNOSL= BN (ARUA) =(BNAYU(BNAT)
B P(B) P(BAAYF P (BNAS) “*%W%‘&fme
""* P(A)p(ayp(BnA‘-)
m&? > P(Bn F\‘) P(B) @p(B) = PE1-PlaY) =P(B)-P(A°)
4 p(ap

» Corollary: If A and BC are independent, as are A¢ and B¢
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= Coréellary: If A and B are independent and 0<H(A)<1, P38
0<P(B)<1,then (p(5) = p(BIA))- P(B|A°), P(5)
P(B°) = P(B|A) = P(B°|A°), _ / |
AT = PUIB)- PAIE).  §
P(A%) = P(A%|B) = P(A%|B°).
Q: What do these equalities say?

chack TNp, 3 -
@ Q: Which of the followi nﬁﬁgraphs represents “green and r@d’>> 3

ents are independent” AABUML p57b S area) [ns,(c)
@ S L © —2 .
Jat — 18 e B 4
&Y e il peiey  SETL PG
Tt dgends, T >P(8) | <p® [*P®
Q: Let

green event={ graduate from Tsing-Hua University},
red event={ your future dream will come true}.

Which of the graphs would you prefer? #sually (&)

> Theorem (Independence and Mutually Exclusive). I T
If A and B are mutually exclusive and P(A)>0,

P(B);S), then A and B are dependent since A/O S

P®) panB) _ _
0="" o P(B|A) = 0 # P(B).

\
B
» Definition (independence for(n}events case). Events 4, ..., A, are
said to be pairwise independent iff weak

P(AiNAj) = P(A)P(45), ) g
for al 1<i<j<n; A4,

equality ..., A, are said to be mutually indépendent iff
I

wés* hold [P(A; N Aj) = P(A;)P(A;), for1<i<j<n,

Cgrs:iv;sg P(Ai N A; N Ag) = P(Ai)P(A;)P(Ag), for1<i<j<k<mn,
'l'\{A\"-" I\} SR

P(A;, Nn---NA;)=P(4;) ---P(A;), forl1<i;p<---<ip<nmn,
Where k:z’ e, N For di#m 'bht),-w,tl’,‘ﬁ’-n, ”"’m Cill ---’n/}

> Note: .P(At‘" "'”Aﬁ(Atrﬂ N A'fk)ff('q'blﬂ -0\ ﬁ'[»’r) K=2, i,

- Mutual independence implies pairwise ind&g&itence; but, the
converse statement is usually not true.

= “n events are independent” means “ mutually independent”
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» Example (Sampling With Replacement)
» A sample of n ballsis drawn with replacement from an urn
containing R red and N-R white balls

LetA red on the &t draw} then P(A) RIN, k=1, .
Foral 1<zl< <3, <n wher

kEnrn—k k
a,) L BN %2 — P(A,) - P(Ay,),

Is¥1\ 1\ N
:Al, ., A are mutuallymdepen ent
>Examp|e Draw one card from a standard deck.
nlLet  A={Spadesor Clubs},
B={Hearts or Clubs},
C={Diamonds or Clubs}.
= P(A)=26/52=1/2, Smilarly, P(B) = P(C)=1/2.

P(AN B) = P({Clubs}) = — = = = P(A)P(B), similarly,

P(ANC)=1/4=P(A)P(C), P(BNC)=1/4= P(B)P(C).
= A, B, and C are pairwise independent

‘P balls one (abelled

= However, P
P(A|BNCS) £ P(An BN C) = P({Clubs}) = - 7é ~ _ P(A)P(B)P(C),

=| %P(As A, B, and C are not mutually mdependent
» Theorem (Independence and Compl ements ts events case).

Ay, ..., A aremutualy mdependent if and onIy
P(Bin---NB,)=P(B)-- 2
where B, iseither A, or A¢, forz 1
Outima B; By
(éonls/ tF) ﬂpp’\/ W)I)'I/mUVf 3HE ¥ Ay D’dd%m mw{'mllg
Ai0-000 => Pad--DRAATN A0 -QAn.=> - - ‘)
P(AN-~NAn-1) = PCAIN--NAn)+P(Ai0 -\ An-i N An
<¢ ) =P(4y)---Plln)+P(A): - +P(An)-PAn )
=P(4)- P(AM)CP(AAW(A:)J, =1.

S mlmlg P(&10--0Anz 0 An-5)=P(A e P(An2) -PlAnS )

(Ai0--0An-2) =p(n)-
. Example 'les and Pzg?hallel %onr}ectlons of Relays).

Series Connection s, /™ /f  Rs o

37 /R
Parallel Connection ¢ —, /R — F
Dok /Rs
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o The Story. For n electrical relays Ry, ..., R,, let ‘ P 319
PAe) < A, ={ R, works properly} ("bg';‘g{_";;’:‘ smpler
k=1,..., n, and suppose that[4,, ..., A, areindependent)

o Series Connection. The probability that current can flow

?eca.c(

P(( %P-i‘\bpz“)fronh%o E (which corresponds to the event A,N---NA,) is
T (

r o P(AyN---NA,) = P(A})--- P(A,).

=PCRPCR| ADPKS (ANA) (A1 -0 A) = P(Ar) - P(An)

P(,‘éty)u Parallel Connection. The probgb'i lity that current can flow
from S'to E (which corresponds to the event A,U---UA,) is

(wp.z—‘Q) P(AjU---UA,)=1—-P(A{N---NAY) -
c —1_ ... €y =1 — —
P(A—VAn) (\() AL%\;\ n$ ,5514%”1;%@ =1- []1 - P(4p)]

=6)-62t63 -0y | 1 7 T thae ca b= J
AN . e
Me d Parallel Connections

Bl-’{ T work?
P(B) =1- (I- P(A)X —P(A))
R_—‘L B: {75 work}
s /' P(BY=P(B))-P(A2)

(AN Az)(Agn AL Bs04)

p. 3-20

»Theorem. If 4,, ..., A aremutually independent and B, ...,
B,., m<n, are formed by taking unions or jntersections of

mutually exclusive su sof A, ..., A, thenB,, ..., B,
areindependentB< {4, Az )z, Ay, Ag) -~ , An

Sketeh o IIWQC: h Ba (——JU/('\
For m=2, WLOG , Suppose that-
B/ :Am--ﬂAa‘, B2= AN NAn, l<a‘<£§f\

PO)-PIAYARY-A)) POY=RAC) )
PBNB)=P(AN--NAFNALN~NAn) (((AaVAZ)I\As v Mﬂ%)ﬂ“?
__N\____‘_P(ﬁh)- ‘-»-P(Aj)‘P(HA).....](;4,,)=)>(B/)/’(B),) A ~ Y é\f),
el if Brho--NA7  1<j<B<n, C, & (3
BarAgy ~VAn > BE=pgn 04 | T D’; G,

D /
281 BE el gy ) SO 2
98, & By WW ﬁ:dbp / 2

'H& ofhv Coe2s L $7m7/a/v.,¢

* Definition (conditional independence): Events B, ..., B, are

pairwise or mutually) independent under the probability measure
“é U\JPS -3
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>e.g., B, and B, are conditionally independent given A iff ~ ***
G, N By
or, mj,%%_, pls @Bﬁ )P@A)_ Pense PCB) [B.04)
P(B1|By N A) = P(B;|A). P(B21 A) P(B204)/754)
>Example (Gold Coins)ES' yamle m Wp.3-11.
= The Story.
nBox ¢ contains ¢ gold coinsand k—¢ silver coins, :=0,1,... k.

o Experiment: (i) Select abox at random and, (ii) draw coins
with replacement from the box ist—{2nd "O

« Q: Giventhat first n draws areall‘ Wh(,@

isthe probability that (n+1)% draw is gold? ¢
olLet A={Boxiisselect —{flrstndraNsareg%Id} “*’
C ={(n+1)% draw is gold}
a By, law of total probabilityen P(:(B)
aPP/Y”'JP(q,B ZP (Ai| B)P(C|A; N B)
1=0
oBecause B and C' are conditionall

P(C|4; N B) = P(C|A;) = i/k

QLD
g

Independent given A,

o By Bayes rule, Y ~———\ "
P(A;tlB) _ P(A‘fv @i/k)n

Sor_oP(A)P(B|4;) - i [TT~2](j/k)
0 AJ A‘f cg@ra‘se) !

aHence, P(C|B) = 3 (i/k)"*! Z(@/k)n = P(c)

Areth iZOB d C independ PmﬁL
%W- Q: Arethe two events B and C' indepen Ans

+ Reading: textbook, Sec 3.4, 3.5
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