Conditional Probability
o Q: Should the following probabilities be different?

>Event= L ERAZHAE Y HEOKHR
» P=??inthebeginning « P=??inthemiddle « P=7?
of the season of the season now
»Event = rain tomorrow
« P=??if no information about where you are staying
» P=7?if you are staying in a desert
« P=7?if atyphoon will hit the place you stay tomorrow
o Q: What causes the differences?

» For an event, new information (i.e., some other event has
occurred) could change its probability

»We call the altered probability a conditional probability

» Mathematical Definition: If A and B are two eventsin asample
space Q2 and P(A)>0, then

P(B|A) =

P(AN B)
P(A)
Is called the conditional probability of B given A.

»Inthe classical mode,
P(A) =#AH#Q and P(A N B)=#(ANB)/#
#(ANB)/#Q  #(AN B)
= P(B|A)._ A - A
« Example: A family is known to have 2 children, at least one of
whomisa girl. O: Probability that the other is aboy=7?
oQ ={bb, bg, gb, gg}
o A={bg, gb, gg} and B={bb, bg, gb}
o P(B|A) =#(ANB)I#A = 2/3
= Note: #Q isreduced to #A.

» In effect by conditioning, l
= We are restricting the sample space from Q2 to A,
l.e., QO — A, |:|
= and, for an arbitrary event B in Q to occur when A
has occurred, we need that both A and B occur

together, i.e., B — BN A.

» Thedivision by P(A) in the definition above rescales

all probabilities from the entire sample space Q to
being relative to the new sample space A




» P(B|A) isaprobability measure defined on B, but not A.
» P(-|A) satisfies the 3 axioms of probability (exercise)

ro [ ] mw [ ]

= Any propositions developed in Chapter 2 for probability
measures can be applied on F(-|A).
(For example, P(B¢|A)=1-P(B|A).)

« 3 Useful Formulas for Calculating Probabilities
(for 2-events case)

1.If A(A)>0,then P(ANB)= P(A)P(B|A).

2.1f 0<P(A)<1, then
P(B) = P(A)P(B|A) + P(A°)P(B|A°).

3.If 0<P(A)<land P(B)>0, then

) P(A)P(BJ|A)
PUIE) = b p(BIA) + Pa P E:I

»Example (Urn Problem)
= The Story. n balls sequentially and randomly chosen, without
replacement, from an urn containing R red and N—R white
balls (n<N). Q: Given that k& of then ballsarered (k<R),
probability that the 1% ball chosenisred = ?7?
nLet A={k of then ballsarered}
B={1% ball chosen isred}

= Method 1: P(B|A) = (Z’:D/ (Z’) k/n
= Method 2:

o r={(e) < (G2l ()

a P(AN B) = P(B)P(A|B) = % o

o P(B|A) = P(ANB)/ P(A) = k/n
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»Example (Diagnostic Tests)
= The Story. A diagnostic test for arare disease (e.g., an Xray
for lung cancer) is part of aroutine physical exam.
« Let Q = {the whole population of Taiwan}
D={disease is present}
FE={test indicates disease present}
= Supposethat A(D)=0.001, P(E|D)=0.98, P(E|D)=0.01
Q: Do you think the test is effective?
» Let us examine it from an alternative viewpoint
P(E) = P(D)P(E|D)+ P(D®)P(E|D°)
— 0.001 x 0.98 4 0.999 x 0.01 = 0.01097.
P(D)P(E|D) 0.00098
P(D)P(E|D) + P(D°)P(E|D°) _ 0.01097
P(D¢|E) =1— P(D|E) = 0.9107
Q: Now, do you still think the test is effective?
Q: But, why the 2 interpretations so different? What causesit?

= The probability of D increased by afactor of roughly 90
(0.001 — 0.0893) when E occurs, but 0.0893 is still small

P(D|E) = — 0.0893.

=« The P(E|D¥) (=0.01) and P(E*|D) (=1-P(E|D)=0.02) are """
called the fal se positive and false negative rates, respectively.
» Example (Sampling Experiments): An urn contains R red balls
and N—R white balls. Sample 2 balls from the urn.
» A ={red on thefirst draw}
B = {red on the second draw}

= Sampling Without Replacement:

P(A):ff((]]\\;—_?) :%, P(ANB) =

_PANB)  (RR-1)/(NN-1)) _
P(Bl4) = P(A) R/N -

Similarly, P(B|A°) = %. (exercise)

P(B) P(A)P(B|A) + P(A°)P(B|A°)
R R-1 N-R
N N-1' N N-1
R’- R+ NR—-R?> R(N -
N(N —1) ~ N(N -




pap)~ PANB) _ (RE-1)/(N(N-1) R-1 "
O R/N T N-1
o Notes:

+ The probabilities are proportional to # of red balls left
+ P(A|B) = P(B|A) = Symmetry.
» Sampling With Replacement:
_REN_ER
" N N
i

P(A)

bR
N N N2’
 Extensions of the 3 Useful Formulas (for m-events case)
1.(Multiplication Law) If A , ..., A, areeventsfor which
P(A1N---NA,_1)>0, then
P(A1N---NAp)
= P(A1)P(A3|A)P(A3|A1 N Ag) - P(Ap|A1 N0 Apuy).

P(ANB) =

p. 3-8

« Example (Birthday Problem, LNp.2-3). Let A, be the event
that the k" birthday differs from the first k~1. Then, P(A,)=1,

365 — k+1
365
O P(Al MN--- ﬂAn) = P(Al)P(AQIAl) - P(An|A1 MN--- nAn—l)
B f[ 365 —k+1 365! (365)s,

o 365 - 3657 - (365 —n)! 365"

» Example (Matching Problem, LNp.2-11). Q: Probability that
exactly k of n members have matches = ??
oLet Q beall permutationso = (¢4, ..., 2,) Of 1, 2, ..., n.
oLet A;={w: 4, =j} and
A= ) (A5n-nAg_ nA;NAS L N--NAS)

1<ji1<--<jr<n

o By symmetry, P(4) = (

o P(Ak|A1ﬁ---ﬂAk_1) =

n
k

olet E=4,n---n4;, and G=A§, ,n---NAS
o Then, P(EnG) = P(E)P(G|E), Where

) X P(AyN---NAyNA; ;N---NA7)




n—k 1
and, P(G|E) =) (-1)'5 = pn_s

=0

n) 1 _ Pn—k _ e ! :
o P(A) = (k) (n)kpn—k =~ ,When n ISlarge

2.(Law of Total Probability) Let A,, ..., A, beapartition of Q
and P(A,)>0, =1, ..., m, thenfor any event B C Q,
P(B) =i~ P(4)P(B|A;).

3.(Bayes Rule) Let A,, ..., A beapartition of Q and A(A,)>0,
1=1, ..., m. If Bisanevent suchthat P(B)>0, then for 1<j<m,
P(A;)P(B|4A;)
P(A;|B) = —m
B = S P () PBIA,

= From Bayesians' viewpoint,
P(A;)=probability of A, before B occurs — prior prob.
H(A,|B)=probability of A after B occurs — posterior prob.

— The Bayes' rule tells how to update the probabilities of A, in
light of the new information (i.e., B occurs)

=« An Application of Bayes Rule. Suppose that a random
experiment consists of two random stages

— st >2nd4.©

o The probabilities of the 2"d-stage results depend on what
happened in the 1 stage

o We never see theresult of the 1% stage, only the final result

o We may be interested in finding the probability for
outcomes in the 1% stage given the final result




» Example (Gold Coins):
« The Story.

oBox 1 contains 2 silver coins.

oBox 2 contains 1 gold and 1 silver coin.

o Box 3 contains 2 gold coins.

o Experiment: (i) Select abox at random and, (ii) Examine
the 2 coins in order (assuming all choices are equally
likely at each stage)

» Q: Giventhat 1% coin is gold, what is the probability that
Box k is selected, k=1, 2, 3?

oLet A,={Box k isselected}, B ={1%coinisgold},

0, ifk=1,
1/2, ifk =2,

if £ = 3.

o P(A,|B) =
Similarly, P(As|B) = 1/3, P(As|B) = 2/3.

= Q: Given that 13 coin is gold, what is the probability that 208
coinisgold? (0, ifk=1,

oLet C={2Wcoinisgold}. P(BNCJAx) =14 0, ifk=2,

1 1, if k=3.

1 1 1
°P(BNC)=3-0+7-0+5-1=2.
P(BNC) 1/3 2

P(B)  1/2 3
» Q: Why are the 3 formulas useful in calculating probabilities?
(Note: They all benefit from conditional probabilities.)

Ans (NE>MH&H& &,

(i1) £ =conditioning because the sample space is reduced
from Q2 to asmaller set. (For example, in many cases,
H(B|A;)'sare known or are easier to find)

» Odds and Conditional Odds
» The odds of an event A:
_ P(A)  P(A)
oA =51 TP

P(C|B) =




»The odd of event B given A:

P(B|A)
P(B°|A)
P(A|B)
P(A|Be°)

o(B|A) =

and
o(B|A) = o( B) x

% Reading: textbook, Sec 3.1, 3.2, 3.3, 3.5

| ndependence

* Definition (independence for 2-events case): Two events A and B
are said to be independent if and only if

P(AN B) = P(A)P(B).
Otherwise, they are said to be dependent.
»Notes. For independent events A and B, if P(A) >0, then

_ P(AnB) P(A)P(B)
smilarly, if AB) >0, P(A|B)= P(A).
Q: How to interpret the equality of the conditional and
unconditional probabilities?

> Example (Sampling 2 bails, LNp.3-6) A and B were e
independent for sampling with replacement, but dependent for
sampling without replacement.

»Example (Cards): If acard is selected from a standard deck, let
» A ={ace} and B={spade}. Then,
13

1
P(B) 5 = 1’

P(ANB) = 5—12 — P(A)P(B)

= Face and Suit are independent

» Theorem (Independence and Complements, 2-events case).
If A and B are independent, then so are A¢ and B.

A+—B
AC4_>BC

» Corollary: If A and B¢ are independent, as are A and B¢



= Corellary: If A and B are independent and 0<P(A4)<1, P
0<A(B)<L, then p(p)_ p(B|A) = P(B|A°).
P(B®) = P(B°|A) = P(B°|4°),
P(A) = P(A|B) = P(A|B°),
P(A°) = P(A%|B) = P(A°|B°).
Q: What do these equalities say?

» O: Which of the following graphs represents “green and red
events are independent” ?

(a) E ! I:D (C) D
! ! l:l

— |

OQ:Let  green event={ graduate from Tsing-Hua University},
red event={your future dream will come true}.

Which of the graphs would you prefer?
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» Theorem (Independence and Mutually Exclusive).

If A and B are mutually exclusive and P(A)>0, O
P(B)>0, then A and B are dependent since Q

P(B|A) = 0 # P(B).

* Definition (independence for n-events case). Events A,, ..., A, are
said to be pairwise independent iff
P(A; N Aj) = P(A;)P(4;),
foral 1<i<j<n; A,, ..., A, are said to be mutually independent iff
P(AZ ﬂAj) = P(AZ)P(AJ), for 1 <i<j <n,
P(A@ ﬂAj ﬂAk) = P(A@)P(AQ)P(A;G), for1<i<j<k<n,
P(A“ ﬂ"'ﬂAik) :P(A“)P(Alk), forl <1 <--- <1y <n,
where k=2, ..., n.
»Note:
« Mutual independence implies pairwise independence; but, the
converse statement is usually not true.
= “n events are independent” means “mutually independent”




» Example (Sampling With Replacement)

» A sample of n ballsis drawn with replacement from an urn
containing R red and N—R white balls

= Let A,={red on the k" draw}, then P(A,)=R/N, k=1, ..., n.
« For all 1<4,<---<4, <n, where k=2, ..., n,

RENT—F R\"
P(Ailm"'mAik): Nn :(N>

= A,, ..., A, are mutually independent
»Example. Draw one card from a standard deck.
nLet  A={Spadesor Clubs},
B={Hearts or Clubs},

C={Diamonds or Clubs}.
» P(A)=26/52=1/2, Smilarly, P(B) = P(C) =1/2.

= P(A)P(B), Similarly,

P(ANC)=1/4=P(A)P(C), P(BNC)=1/4=P(B)P(0).
= A, B, and C are pairwise independent
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« However, 1 1
P(ANnBNC) = P({Clubs}) = 1 -+ 5= P(A)P(B)P(C),

= A, B, and C are not mutually independent

» Theorem (Independence and Complements, n-events case).
A, ..., A, aremutually independent if and only if

P(BiN---NBy,)=P(B;y)---P(By),
where B, iseither A, or A, for =1, ..., n.

» Example (Series and Parallel Connections of Relays).
Series Connection s, /™ /2 /Fs o

/R

Paraldl Connection g —, /2 — F
/Rs




o The Story. For n electrical relays R, ..., R, let
A, ={ R, works properly},
k=1,..., n, and supposethat A,, ..., A, areindependent.

o Series Connection. The probability that current can flow
from S'to E (which correspondsto theevent A,N---NA,) IS

P(A1N---NA,) =P(A) - P(4,).
o Paralel Connection. The probability that current can flow
from S'to E (which corresponds to the event A,U---UA ) IS
P(AjU---UA,) =1—P(ASN---NAS) "
—1—P(Af)---P(A;) = 1— [ [ [1 — P(4p)]
k=1

o Combination of Series and Parallel Connections
Ry
_/ R

| A __/R5
S — R, E
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»Theorem. If A,, ..., A, are mutually independent and B, ...,
B, m<n, areformed by taking unions or intersections of
mutually exclusive subgroupsof A,, ..., A ,then B, ..., B
are independent.

m

* Definition (conditional independence): Events By, ..., B, are
(pairwise or mutually) independent under the probability measure

~:|A)
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»e.g., B, and B, are conditionally independent given A iff
D(D | AYDID_| AN
or, equivalently,
P(Bi|B> N A) = P(By|A).
»Example (Gold Coins):
« The Story.
oBox ¢ contains ¢ gold coins and k—: silver coins, i=0,1,... k.
o Experiment: (i) Select abox at random and, (ii) draw coins
with replacement from the box
» O: Given that first n draws are all gold, what
Is the probability that (n+1) draw is gold?
oLet A.={Box:isselected}, B ={first n draws are gold},
C ={(n+1)% draw isgold}
o By law of total probability,
P(C|B) = ) P(AiB)P(C|A;N B)

A :_I.\. Az LI

1=0
o Becau and C' are conditionally independent given A,
(C|A N B) = P(C|4;) = i/k

o By Bayes rule,
P(A;|B) =

P(A)P(BlA)  _  [1/(k+1)](E/k)"

Sk P(A)P(BIA)  XF_[1/(k+ 1)](i/k)"
k

k
oHence, P(C|B) = > (i/k)™*" | > (i/k)"

» Q: Arethetwo events B and C independent?

+ Reading: textbook, Sec 3.4, 3.5



