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Abstract 

The network security is getting more awareness by public because the computers are 

network connected and there are increasing worms and network attacks in recent years. 

Some network devices are introduced to help increasing security, like firewalls and intrusion 

detection systems (IDS). But for IDS, previous works mostly focused on passive model, 

which aims at detections and alerting. But it is not enough to cope with current network 

threats. An active network IDS (ANIDS) would help to patch the rift. 

The thesis introduces that the main advantage of ANIDS is to stop attacks at first line 

and proactive defense. The ANIDS also has some limits like other security gateways and 

passive IDS. Several related works are surveyed, and a comparison among passive IDS, 

active IDS and other gateways is given. The issues of designing an ANIDS involve several 

considerations and trade-offs, such as performance and extensibility. The thesis presents a 

flexible, efficient, extensible framework for designing an ANIDS. An implementation based 

on this framework is developed on Linux 2.4 kernel. Performance and detection ability is 

compared with Hogwash. 
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1. Introduction 

1.1 Introduction  

Security is not a young research area, but it was focused on cryptography, access 

control and auditing before. Until the recent decade, the computer vulnerabilities and attacks 

are dramatically increased; therefore, the intrusion detection is gaining more awareness than 

ever. Intrusion detection system is “a computer system that attempts to detect any set of 

actions that try to compromise the integrity, confidentiality, or availability of a resource” [1]. 

There are many intrusion detection systems introduced nowadays [2][3].  

Because of the increased complexity of heterogeneous computing environment, the 

network threat prevention and recovery costs not only the value of resource but also the 

manpower and time spent. Therefore, the key of successful and economical network 

management is automation and effective reaction. Previous IDS systems are emphasized on 

passive detection and alarming when attacks had happened. But from the experience of the 

recent famous worm like “CodeRed”[4], we realize passive IDS is not enough. It can only 

detect its invasion but not stop it. Once a machine is infected, it quickly tries to propagate 

and infect the other machines. While passive network IDS generates alarm and waits for 

system administrators to take over, in this rift the worm has been spread widely.  

The ANIDS, however, is designed not only to detect intrusions and generate alarms, but 

also stop the attacks at first line. It has many similarities with other gatekeeper applications 

like firewalls and mail filters. For CodeRed example mentioned above, why bother system 

administrators to patch all vulnerable hosts in a tight time? With ANIDS, system 

administrators can stop incoming attacks at first line and have the luxury of time to apply 

necessary patches or take countermeasures. 
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The other advantage of ANIDS is proactive detection. From experience, before real 

network attacks, scanning is often the first step. In [5] first mentioned about the issue of OS 

fingerprinting techniques. And many scanning techniques including stealthy and slow 

scanning are introduced [6]. Matthew and his partners proposed an idea to scrub operation 

system’s TCP/IP fingerprint in [7] to counter this issue. An ANIDS naturally has the ability 

to block traffic or change the traffic content. Therefore, it can spoof and hide network and 

host information from attacker’s view and increase the difficulties of attack, in other way, 

increase the strength of defense.  

On the other flip, the active IDS inherently have some limits: time and resource. For 

example, it must check the packets in a timely fashion within constrained computing power 

and storage space. The issues on designation and implementation are presented later in this 

thesis. 

 

1.2 Objectives 

 ANIDS is needed in current network environment. But its importance and limitation is 

not seriously studied before. The differences between various security gateway and passive 

IDS are highlighted to provide a clear view for deployment considering of security 

components. The second, in order to develop a flexible, extensible and strong ANIDS, the 

framework is proposed. To accommodate the limitations of gateway devices, such as 

avoiding performance bottleneck, the designation issues are discussed. Finally, in order to 

prove our design is practical, a prototype will be made. Its performance result will be 

compared with other ANIDS.    
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1.3 Related Works and Background 

 

1.3.1 Firewall 

 

A firewall “can restricts people to entering at a carefully controlled point, prevents 

attackers from getting close to your other defenses and restricts people to leaving at a 

carefully controlled point” [8]. Firewall acts as an active device that filters, blocks and logs 

passing-by packets. Therefore, a firewall “can’t protect you against malicious insiders, 

against connections that don’t go through it, against completely new threats and against 

viruses”. And firewalls often rely on IP address for authentication, they possibly suffer from 

the attacks like IP spoofing described in [9]. 

But there is a trend that firewalls integrate partial intrusion detection functions. In such 

system, intrusion detection often acts as an add-on module. When an attack is detected, the 

intrusion detection component could reconfigure firewall to cut connection or block further 

access. 

 

1.3.2 Passive IDS 

 

Inherently, IDS has more knowledge about what intrusion is than firewalls. According 

to their position of deployment and target of information, passive IDS are often categorized 

into two types: host based IDS and network based IDS. Since we focus on network IDS, 

only network IDS is discussed here. A passive NIDS “monitors packets on the network wire 

and attempts to discover if a hacker/cracker is attempting to break into a system (or cause a 

denial of service attack)”[10]. 

Based on the techniques used, IDS is divided into two mainstreams: misuse detection 
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and anomaly detection. The former defines what’s illegal or malicious while the later defines 

what’s good and tolerable variance. Signature based detection and protocol analysis method 

is often categorized as misused detection, while the statistical method is often used in 

anomaly detection. Both detection types can be used in active network IDS.  

1.3.2.1 Snort 

Snort [11] is a successful open source project, and it becomes a popular choice for 

non-commercial passive IDS deployment. Snort is a signature based IDS, all attack detection 

rules are described as signature, which are the combination of field name, operation and 

value.  

Snort uses Libpcap [12] to read incoming packets, and checks signature by special 

designed OTN network. In pattern matching, it uses Boyer-Moore algorithm. According to 

signature type, a packet can be passed, logged and labeled as intrusive alerts. Snort works 

like a pure network by-stander and doesn’t involve active reactions like sending out RST 

packets to cut off intrusive connections. 

It has a quite flexible interface called plug- in to incorporate other functions. There are 

three types of plug- ins: preprocessor, detection engine and log module. Pre-processors 

include http URL string extraction, TCP stream reassembling and others. Detection engine 

plug- in allows statistical based analysis to co-work. Log plug- in provides various logging 

mechanisms, like IDMEF[13], syslog and plain file.   

Though with many contributions from network community and many features are 

added, the major disadvantage of current snort is: it is stateless. There is no built- in TCP 

state inspection, thus illegal TCP packets that are not match the current state user can’t be 

filtered out. It can’t resist attacks like massive TCP packets flooding. And, it can’t trace the 

protocol state transition and give corresponding detection.           
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1.3.2.2 Bro 

Bro [14] is a passive IDS that works by monitoring traffic on a network link. The core 

component of Bro is the event engine. Network packets are parsed into events that reflect the 

various types of activities. Events can be low level like a connection establishment or be 

high level like an unsuccessfully authentication in a remote login session. 

A set of policy scripts is given to analysis the generated events. Policy scripts are 

written with a specialized language dedicated for network and security analysis. There are 

events handlers in the script to specify what to do whenever a given event occurs. Event 

handlers can maintain and update global state information, write arbitrary information to 

disk files, generate new events, call functions (either user-defined or predefined), generate 

alerts that produce syslog messages, and invoke arbitrary shell commands. Thus, it might 

terminate a connection or reconfigure ACL in border router or Firewall. 

For any IDS like Bro, the performance relies on filter out traffic that is uninteresting. 

Bro uses an efficient packet filter to capture only a subset of the traffic that transits the link it 

monitors and relates to the chosen analyzers. 

Consequently, Bro emphasizes the use of tables and sets of values as ways to codify 

policy particulars such as which hosts should generate alerts if seen engaged in various types 

of connections, which usernames are sensitive and should trigger alerts when used, and so on. 

The various analyzers are written such that you can customize them by simply changing 

variables associated with the analyzer.  

 

1.3.3 Protocol Scrubber 

 

Malan proposed an idea in [15] to develop a transparent interposition mechanism called 

scrubber for explicitly removing network attacks at transport and application protocol layer. 
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The scrubber in transport layer is to convert ambiguous network traffic into well-behaved 

traffic that is unequivocally interpreted by all downstream endpoints. For example, different 

endpoints has different implementation of TCP/IP, attacker can take advantage of this 

ambiguity to launch attacks.  

And, for attacks like insertion and evasion attacks, that use ambiguities to subvert 

detection on passive network-based intrusion detection systems, the scrubber can eliminate 

those while preserving high performance. 

The application protocol scrubbing mechanism is used as a substrate for building 

fail-closed active network-based intrusion detections systems that can respond to attacks by 

eliding or modifying application data flows in real-time. 

  

1.3.4 Hogwash  

 

 Hogwash [16] is an open source project that is the first trial to turn passive IDS into 

active one. It gets the packets from Libpcap and utilizes Snort as processing module. After 

Snort signature checking is done, it determines these packets should be dropped or 

forwarded to another interface. 

The problems of hogwash are: first, it uses Libpcap to capture the passing packets, but 

Libpcap always does packet copy, this is quite unnecessary and slows the packet processing 

time. Second, it uses Libnet [17] to send out packets, which copies the packets again. 

Besides this, the packets sent by Libnet would be captured by Libpcap again; therefore, this 

leads to un-avoidable checking to break infinite capture-and-forward loop. Third, it uses an 

encrypted control messages embedded in incoming packets to control the system, which is 

not easy to manage. 
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1.4 Thesis Organization  

The thesis is organized as follows. Chapter 2 introduces the design concepts of an 

extensible ANIDS framework. Chapter 3 describes the implementation based on this 

framework and related issues. The result of performance experiment is presented and 

discussed in Chapter 4. Chapter 5 concludes this thesis with a brief discussion and future 

work. 
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2. The Design of Active Network IDS 

2.1 Design Issues 

The network based IDS has different types, including signature based, statistics based 

or even hybrid. To employ different detection algorithms, the modularization of detection 

engine is needed and each engine can be replaced or incorporate with others. The standard 

interface of detection engine registration and invocation is necessary. Besides, an arbitral 

mechanism should be given to accommodate the conflicts caused by engines.   

All network IDS, no matter passive or active, are triggered by packets. According to 

study in [18], for Snort, packet analysis and pattern matching consumes more than 50% 

computing power. For ANIDS, the performance is an important issue since it must process 

packets in a restricted and short time. Otherwise the network performance will suffer great 

delay and furthermore an overload attack [14] toward IDS may have deep impact. In [18] 

proposed a hybrid method to have performance gain by mixing several string matching 

algorithm for different sizes of pattern sets. Another conventional but practical workaround 

is to filter out packets that are not interested for detection. Most IDS use BPF library that can 

capture packet that meets the given condition.  

For all network IDS, the major aim is to detect the happening of attacks. Therefore 

getting the received packets is the minimum requirement. With different considerations, an 

IDS implementation may need to access more resources. A flexible interface to access 

auxiliary resources is necessary for different purposes to extend special IDS functions. For 

example, in order to prevent log overwhelming, an IDS may want to get current system 

loading status to determine whether an event will be logged or not. 

The passive network IDS is quite similar to active ones except the reaction ability and 

proactive prevention. Most experiences can be borrowed from passive IDS, and the two 
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should have the freedom to switch to each other by using a simple control mechanism. This 

can increase the flexibility on deployment.  

IDS itself can be the target of attack, if this guard force is destroyed, the invader can do 

anything wildly. But for convenience of remote management, the communication between 

user and system is inevitable and IDS can’t hide its location to prevent attack. The strength 

of self-defense is an important consideration in design. Passive IDS often use one-way cable 

to listen the traffic and use another network interface to communicate with user control and 

log collector. For active IDS, one solution is to use private and separate network interface to 

do communication and hide its location from outside world. The other solution is to enhance 

communication privacy by encryption and authentication, and enhance resistance for DDoS 

attack by rate limiting. 

The reporting mechanism is important for IDS. Most IDS provides attack alerts 

delivered in real time and detail information of attacks delivered in a period of delay. Attack 

alert is often sent by paging service, SNMP traps or proprietary protocols. Detail information 

is often sent by proprietary protocols. An emerging trend is to utilize the IDMEF, which 

provides a standardized message format for all IDS components to cooperate.  

The reaction of passive NIDS is quite the same. They can log and send alerts and for 

some advanced ones, they can send out RST packet to cut off a TCP connection or 

incorporate with Firewall to block further access. But for ANIDS, it can log, send alerts, 

drop malformed packets, reject intrusions, and block hostile targets for a specific period of 

time. Besides, it also has the ability to modify the packet or craft new packets in order to 

archive the functionality of protocol scrubber or proactive defense. 

2.2 Limitations 

Active network IDS, like firewall, is intended to be placed in front of a set of systems 
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with only one connection to a larger network. The network under protection must be 

restricted to having one connection to the outside world because all packets traveling to and 

from a host must travel through this active network IDS. 

Second, since active network IDS acts as a gateway, it must process packets in real time, 

otherwise the network performance suffers great delay. And in most cases, network IDS 

don’t have much computing resources. Thus, for event correlation analysis or data mining, is 

not suitable to be placed in active network IDS core module. It is recommended to handle 

these types of operations by another machine. 

 The other limitation is the encrypted traffic. Applications utilize IPsec more than ever 

and most firewalls have integrated VPN. The network IDS, either passive or active ones, 

can’t handle this kind of traffic well if packet content is important in detection. 

2.3 Our Design 

 The objective of our design is to provide a flexible, extensible and modularized 

framework for ANIDS. Every component can be added, removed or incorporated with each 

other according to deployment consideration. This framework could be a well- facilitated 

infrastructure for developer to design their own detection engine but retain the freedom to 

extend their functionalities. 

 This framework is divided into several modules: control panel, event dispatcher, 

auxiliary module, packet dispatcher, event handlers, basic statistical module and detection 

engines. The relationship between modules is presented in figure 2.1.  
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Figure 2.1: The framework of ANIDS. 

 
 

2.3.1 Packet Dispatcher 
 

 Packet dispatcher provides an interface that lets detection engine to specify what kind 

of traffic they want, and it will send qualified packets to detection engine. With all 

registrations from all detection engines, the preliminary filter in packet dispatcher can 

optimize filter rules and bypass detection check for those packets that are not interested by 

engines. This can increase the performance of IDS system since some detection time is saved. 

Preliminary filter maintains an allow/deny table. Therefore, it can also block further packets 

indicated by detection engine in a limited time of period.  
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The packet dispatcher maintains three packet chains: incoming packet before bridge 

filtering, incoming packet needs forwarding, outgoing packet. This schema presented in 

figure 2.2 is very similar with Linux 2.4 netfilter [19] architecture. The bridge module in 

packet dispatcher is given to select forwarding destinations. The detection engines can 

register hooks in these chains. Therefore, if any chain have packet, registered callback 

function of detection engine will be invoked. In most cases, passive detection engines often 

use the chain of incoming packet before bridge filtering, since they need to watch every 

packets passed by. And the chain of packets need forwarding is often used by active 

detection engines because they care about the traffic passed through. The outgoing chain is 

often used for scrubber-like detection engine to modify packets for certain reasons. 
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Figure 2.2: Packet Chains in ANIDS Framework. 

 

The packet dispatcher also provides the functionality of packet forgery, which provides 

detection engine to craft specialized packet for active reaction and insert it in this or other 

chains. This gives the most advantage of ANIDS over passive NIDS. For example, a 

detection engine that wants to hide certain services provided by hosts behind the IDS can 

craft the RST packet to the source host.   

Since multiple detection engines can exist in this IDS system, the reaction generated by 

different engines may diverse. Packet handler also has the ability to handle conflicts. For 
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example, one detection engine may say the packet is bad, and it should be dropped while 

another may say it is good. Furthermore, if a packet is labeled as something bad, will it need 

to be passed to next detection engine? Packet handler will make decision according to the 

configuration of detection engine and IDS administrator. 

 

2.3.2 Basic Statistics  

 

 The basic statistics module is used to keep track some low level statistics, such as the 

number of dropped packets, the number of received packets, and layer 3 protocol 

distributions. This information can be used by detection engine for reference, or be retrieved 

by the control panel to present to user.  

 

2.3.3 Event Dispatcher 

    

 The event dispatcher provides a standardized interface for detection engine to send 

events and alerts. There are four chains for event handlers: informational, low impact, 

serious and urgent. Each event handler registers one of the chains. If the detection engine 

issues an event or alert, the event dispatcher will arrange corresponding event handler to 

deliver this message. The decision of using what event handler can be configured through 

control panel.  

 
 

2.3.4 Auxiliary Module 

 

 Auxiliary module is an effort to provide basic system facilities for detection engines 

and other components. The idea is to encapsulate the diversity of operating system of IDS 

host and present a unique interface for all detection engines. This will greatly help ANIDS to 
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port on different environments. It will provide data repository, system loading status 

(normalize to 1 ~ 100), a set of wrapped I/O functions to access persistence configuration 

and file system, and timer.  

Besides these functions mentioned above, pattern matching is also suitable to place in 

this module. Pattern matching is a necessary function for various IDS, therefore, providing 

commonly used pattern match algorithms like BM and KMP in this module would save time 

for detection engines to implement their own pattern matching code. 

 

2.3.5 Detection Preprocessor Module 

 

 Preprocessors are used to do some information extractions and state tracking. And 

different detection engines may reference its result. With preprocessor, we can make the 

design of detection engine easy, and save cost for duplicate work. For example, preprocessor 

like URL extraction is quite useful. 

The TCP is a communication protocol with states. Many detection engines need to 

handle state lookup and update. Building a TCP state preprocessor to share among them can 

be efficient. 

   

2.3.6 Control Panel 

 

 The control panel is a gateway between user and other modules. Its major function is to 

configure the needed parameters and present setting and status for user. 

In order to accomplish this, every module must indicate what kind of parameters it needs and 

the meaning. It also needs to specify what kind of status it can provide. 
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2.3.7 Detection Engine 

 

 The detection engines are supposed to be implemented with different purposes and they 

can cooperate to become a hybrid system in our framework. Detection engine need to 

register itself to packet dispatcher. It can be signature based, anomaly detection or protocol 

analysis based. It can have functions and maintain its own data structure to achieve its 

purpose. 

 

2.3.8 Event Handler 

 

The event handler can adopt commonly used log module, for example: syslog, SNMP 

trap and other proprietary protocols. It should have following status: enable or disable, 

maximum number of hold event, current number of hold event, time window, event count in 

time window, event limit in time window. The last two properties are used to avoid log 

overwhelming in a short time. It needs to register methods to event dispatcher, like 

initialization, startup, shutdown, flush, and invocation. 

 

 
2.3.9 Packet Journey 

 

 The packet in this framework has a journey between different modules. To make this 

clear enough, it is presented below (Figure 2.3). 
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Figure 2.3: Packet Journey of ANIDS Framework. 
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3. The Implementation 

 We choose Linux 2.4 as our platform because it is the latest Linux kernel distribution at 

the time. There are a lot of methods to intercept packet from network, like Libpcap, 

TUX/TAP, raw socket or NetFilter with Libipq. But two key points laid in front. First, we 

need to capture all packets passed by since ANIDS must act as a transparent bridge mode 

device. Second, after the detection, a verdict is given. Therefore, well-behaved packets 

should be forwarded. The methods purposed above are good at packet interception, but need 

other wrapped library to send packets. 

Another consideration is the easiness of programming and debugging. Of course, 

porting our whole framework in kernel space is the solution, but not the best one. Program 

written in kernel space is hard to write, verify and debug. We need program running in user 

space. Finally, LSF (Linux Socket Filter) becomes our best choice. It can capture the packets 

and also has the freedom to send any packet. It is independent with host’s TCP/IP stack and 

provides standard user mode interfaces that are socket I/O like functions.  

Besides all of above, LSF has a nice feature like BPF that can define filters to prune 

unnecessary packets. And its filter is fully compatible with BPF filters. As mentioned in 

Section 2.1, this can save precious time for processing. 

In order to enhance the strength of IDS host, we utilize another tool called IPTables [19]. 

It is a powerful tool to limit the access from outside world to IDS host. We provide a set of 

wrapped functions to configure it in our framework.  

 Most of IDS engines will utilize file as log/report repository. But file I/O somehow 

slower than memory access. Nowadays, operating system and computer architecture 

supports DMA, that can off- load CPU computation for data transfer. In order to take 

advantage of this feature, our file system functions in auxiliary module will maintain a 

read/write buffer to collect small data and then write at once. For urgent conditions, flush 
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function is provided to write data immediately. 

 Our framework needs to handle different detection engines, event handlers and 

preprocessors. They are different but also have the same properties. In some cases, it’s more 

convenient to invoke module in generic way. Object oriented model provides encapsulation, 

inheritance and polymorphism. Our framework is quite fit in object-oriented model. 

Therefore, we choose C++ as our implementation language. 

Every module is modeled as a class. For detection engines, event handlers and 

preprocessors, the generic classes are given for each type. All implement modules of these 

three types must inherit from generic classes. This provides a common way to access 

heterogeneous objects by invoking polymorphism mechanism at run time. 
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4. Performance 

 Since ANIDS is placed in the wire, the performance issue is important and critical. 

Without qualified throughput, it will become the bottleneck of the network. Moreover, the 

IDS algorithm attack that targets the performance weak of IDS will be vital challenge for 

active intrusion detection systems. 

 With the framework implemented above, we develop a detection module that is quite 

similar to Snort core module. Rules have directions: it can be outgoing, incoming or 

bi-directional. Numerous fields are given to specify the signature of an attack. Field is 

composed of type, comparison operator and value. For different types of fields, it can have 

different operators. Scalar values like port numbers and TCP sequence number have 

operators like equal, not equal, larger than, lesser than and no operation. Flags like IP flags 

and TCP flags have operators like equal, not equal, in, not in and no operation. And we 

provide four types of pattern matching: case sensitive, case insensitive, URI comparison, 

white space ignored comparison. Our rule can cover all specification in Snort rule except the 

preprocessors. In fact, a tool is written to automatically translate Snort rules into ours. 

 The testing environment is a Pentium-III 700 machine with 256MB RAM. It has two 

Intel i82559 10/100 network interfaces. The installed operating system is RedHat 7.3 (Linux 

kernel version 2.4.18) with default configuration, and the OS kernel is not specially 

optimized. We run Hogwash and our ANIDS test bed with the same 950 rules. The 

preprocessors in Hogwash rule were removed for sake of fairness. We use SmartBits to 

generate saturated and random UDP traffic. The burst time is set to 10 seconds. The network 

architecture is presented in Figure 4.1, and the testing result is presented in Figure 4.2. 
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Figure 4.1: SmartBit Testing Environment.  
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Figure 4.2:SmartBit UDP Throughput Comparisons Between Hogwash and ANIDS  

With Rules. 

 

 From the result, we discovered that our ANIDS works much more efficient than 

Hogwash. The throughput is quite similar when the packet size is small, that the computing 

utilization is mostly wasted on massive interrupts. But when the packet size increases, the 

difference is quite huge. 
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 In order to compare performance of the underlying framework, rules in both systems 

are removed. The testing environment is the same. The result is represented in Figure 4.2. 

From this result, it shows that the ANIDS framework with LSF is superior to Hogwash with 

Libpcap and Libnet.    
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Figure 4.3:SmartBit UDP Throughput Comparisons Between Hogwash and ANIDS  

Without Rules. 

 

 Though our framework performs better than hogwash, with the number of rules or 

detection engines increasing, the performance may suffer impact. Even in this prototype, the 

throughput of common 256 and 512 bytes packets is between 20% to 40%. And this result is 

for UDP traffic, we convince that, for TCP traffic, the  throughput may even lower because 

TCP rule number is greater than UDP rule number.   

 Thus, we using another benchmark program called Catapult to measure the TCP 

throughput. It could create real TCP connections in a best-effort fashion. The whole Catapult  

system needs a client to create connections and send data, and a server to listen connections 
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and summarize throughput data. The testing environment is presented in Figure 4.4. Two 

pairs of PCs are used, one for one direction transfer and the other for opposite side. This 

arrangement can avoid the bias since that the data transfer from client to server in Catapult 

always dominates. The testing procedure is quite the same as above, we compare our ANDIS 

and Hogwash with rules, and then, without rules. The result matrix is presented in Figure 

4.5.  

 

Catapult Server 1

Catapult Client 2

Catapult Server 2

Catapult Client 1

Switch SwitchANIDS/Hogwash

 

Figure 4.4: Catapult TCP Throughput Testing Environment.  
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 Figure 4.5: Catapult TCP Throughput Comparison. 
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From the result, our ANIDS framework still performs better than Hogwash. But, 

obviously, it can’t reach wire speed. The possible workarounds are: change to more power 

platform or SMP architecture, optimize operating system, and rewrite the system kernel for 

packets zero-copy to gain better performance. 
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5. Conclusion 

 The ANIDS framework presented in this thesis is intended to give a solid infrastructure 

for developing ANIDS. It provides a set of well facilities and gives the flexibility to replace 

or insert a detect engine into IDS. It also encapsulates the diversity of underlying operating 

systems. This can make ANIDS developer concentrate on detection algorithms and make 

ANIDS porting easily toward various operating environments. 

 In implementation, we demonstrate a prototype that uses our framework and has core 

detection engine similar to Hogwash’s but its performance is much better. With careful 

design and implementation considerations provided in this framework, detection engine 

designer can take advantage of efficient environment and gain more computing power for 

detection. 

 This framework presented in this thesis is quite extensible. Different implementations 

of scrubbers or ANIDS can be incorporated together. A possible function is URL scrubber. 

There are lots of URL attacks such as IIS Unicode attack [20], directory traversal attack 

[21,22] that utilize malformed URL strings to accomplish attack. Once a HTTP request is 

issued, the request can be passed to this scrubber. It extracts the URL string and removes 

ambiguity and illegal portion to normalize it. In such way, there is no chance for URL 

attacks to take place. 

 Another possible application is information keeper. As mentioned in section 1.1, an 

anti-OS-fingerprinting function is easily fitted in our framework. It can further extend to 

hide/spoof other information that may reveal network topology and host weakness. For 

example, it can masquerade application banner strings, block illegal SNMP queries, and etc. 

For more elaborate and complex interactions, it can redirect specific traffic toward 

Honey-pot [23,24] or Honey-net [25]. 

Our implementation currently is limited to single system scope. For mature and large 
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scaled deployment, this is not enough. Multi-hierarchical event exchange and incorporation 

control can be added in event handling module and incorporation mechanism can be added 

in control module. 

Another possibility to gain performance is to utilize the power of multi-processors. 

Most current operating systems support the multi-processors. ANIDS can take advantage of 

this feature to speed up detection and reaction. In our framework, it is easy to parallelize 

detection engine since we provides an arbitral mechanism to solve conflicts. Of course, 

packet dispatcher needs to do extra work for synchronization of tasks. And every service 

function needs to take care about the problem like reentrance and synchronization. 
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