P Y RE A2 X EE R TR
N VST LR R B2 )
A Physical-Location-Aware X-filling
Method for IR-Drop Reduction in
At-Speed Scan: Test

o owl sl T AR s kAR L ST
FH.4E - 09562537 4% F (I-Sheng Lin)
Ry 244 #4 (TingTing fwang)

ﬁiﬁ:e\@ii;_’&,\g



R

B AES BB YA kT bk R > (Y IS ik
A A ESH o EHWA KPR R EF LB ARE B R 2 2%

AR ARBA P A EA SR

BFAANDYA > & RFFFARY - BREKW 2R "+§\h}*&ﬁ'§.% 24
v,#'l 357%"?»[{15 ’ ﬁ%{ i}ﬁmw INIPIRT I N S F‘gb ;\ |3—*$]‘f] }L ‘J 4 &3 73
AEFLEE

258 B # gy By BB o AF X ehnecting B ¥ LN R
N ABHRA CREERE M ATCRB AR B NEL kR REAR
RALEERE Bl RRFPIM X0 AEM RRAEFHBR A
LREREEy a8 LRI RO L LY > 3 RE TS kF
PASERRIRE b EA BN RERF LA LREFR R FRR
NP ABER - A BT oA T LR RIRTFEY > LG L
AT > AL 5 B s CAD A el

BBy BRI BTEEET RS- 2P - 428 3% 4% project »
FIR iR L AR AL ABLGE T "P-ﬁ,fg‘;;ﬁﬂl'CAD I Ff eh 2
g AERBOTERATHRFELET T RE TR



Y £

'z

!

_
=

TFAfegueh HExn
W WRRERIREAR S B E
HFTORIRET B VREK
AP LRy ﬁvamw@'z
léaﬁ-%-j‘b;ﬁﬁtpy"lra B\z¥‘

¢ TRER P B LR f A
ey B -3, '-'ff"ﬁf@wi%f ? LN S == e -
RIS gy SR % RN “?,!P; Rl R
Boid g B oA IR N FL #3%
APFTERZEALT F‘*T’*«?Jé" RIS ¥ 5

by
] i,’j}
‘ﬂ:c

Wi
oA o=

3RS F R AR T o B WP
dupliEtk A 0 3 FR B X E X'*”ugt PHEAQR] o md X
For PR enE > ATE 2 ORER AT I SRR £ 8 VY B S
MRS > TR A FRENTINRIERE R -

B0 fRAD R ATAE R X &
m
Y]

~=h G‘" \ﬁ\‘.

&Eﬁ%@ﬂ’ﬂWﬁmﬁaw%&%ﬁM£wﬁ: BB s 1 o A u)
TRTRBLALSIEEE A S B BRR N ERARHEE-FAE AE- ]
%ﬁﬂﬁiﬁ*i FAEFH O VETEAS REEPT AT ERE R
PEAPEN - BT RTIERE SRR A @R 2 2 BEX B
B E o MpERpE AR tLXi;ifE’é? LG BHE S RSP O g o



A Physical-Location-Aware X-filling
Method for IR-Drop Reduction in
At-Speed Scan Test

Student - :_-I-Sheng Lin
Advisor. ;- TingTing Hwang

Department of Computer Science
National Tsing Hua University
HsinChu, Taiwan 30043



Contents

1 Introduction
2 At-speed Testing Model
3 Motivation

4 The Proposed Method
4.1 The Power Grid Architecture

4.2 Overview of Our Proposed-Method . . . . . .. .. ... ...

4.3 Target Region Selection .
4.4 Value Set Up for Target Bit

5 Experimental Result

6 Conclusions

12
12
12
15
16

23

28



List of Figures

2.1
2.2

3.1
3.2
3.3
3.4

4.1
4.2
4.3
4.4

5.1

The waveform of launch-off-capture scheme. . . . . . . . . .. 5
The timing frame form of launch-off-capture scheme. . . . . . 6
The example circuit with test cube. . . . . . . . .. ... ... 8
The example circuit after apply value "1’ to FF 2. . . . . . .. 9
The example circuit after apply value 1’ to FF.3. . . . . . .. 10
The example circuit after apply backward propagation. . . . . 11
The power/ground distribution network. . . . . . ... .. .. 13
The overall flow of the proposed method. . . . . . . . .. . .. 14
The example circuit with test. eube. . . . . . . . . . . ... .. 20
The overall flow of Value:Set-Up_for-Target_Bit. . . . . . . .. 22

The overall flow of the experiment. ~. . . . . . . .. ... ... 27

1



List of Tables

4.1 The switching weight of every kind of transition . . . . . . .. 16
4.2 The CNF expression of gates . . . . . . .. .. ... ... ... 21
5.1 Descriptions of circuits and test cube . . . . . . ... 24
5.2 Comparisons of maximum and average voltage drop . . . . . . 25
5.3 The number of cells with worst IR-drop . . . . . . . . ... .. 26

5.4 Comparisons of maximum path delay

11



Abstract

In order to ensure that a circuit meets timing requirements, at-speed scan test
is widely used to detect delay defects. However, at-speed scan test suffers
from the test-induced yield loss. Because the switching activity of whole
circuit during test mode is much higher than that during normal mode, the
large portion of gates simultaneouslyswitching contributes to serious IR-drop
delay. Thus, propagation delay does not meet the timing constraint only at
test mode. This IR-drop problem during test mode exacerbates delay defects
and results in false failures. In this thesis, we take the X-filling approach to
reducing the IR-drop effect during at-speed test. The main difference between
our approach and the previous X-filling methods lies in two aspects. The
first one is that we take the spatial information into consideration in our
approach. The second one is how X-filling is performed. In previous work [7,
8, 9], a forward-propagation approach is taken, while a backward-propagation
approach is proposed in this thesis. Compared with the previous work [9],

the experimental result shows that we have 26% reduction in the worst IR-



drop and 28% reduction in the average IR-drop. The IR-drop reduction also
improves the IR-drop delay. We have 2.4% additional IR-drop delay in the
critical paths as compared with the optimal path delay without considering
IR-~drop effect, while the previous work [9] has 3.4% additional IR-drop delay

in the critical paths.



Chapter 1

Introduction

With the progress of fabrication processes and the growing complexity of
chip design, delay-fault testing has become more and more important. The
main reason comes from the fact that the defect characteristics of processes
at 0.13-micron and below are timing-related.

In order to ensure that a circuit meets timing requirements, at-speed
scan test is widely used to detect-delay defects. For example, [1] reports
that the defects per million: (DPM) rates_are reduced by 30 to 70 percent
when at-speed testing is added to the traditional stuck-at tests. Moreover,
2] shows that the escape rate goes up nearly 3 percent if at-speed scan tests
are removed from the test program with 0.18-micron feature size.

However, at-speed scan test suffers from the test-induced yield loss. Be-
cause the switching activity of whole circuit during test mode is much higher
than that during normal mode, the large portion of gates simultaneously
switching contributes to serious IR-drop delay. Thus, propagation delay
does not meet the timing constraint only at test mode. This IR-drop prob-

lem during test mode exacerbates delay defects and results in false failures.



The analysis from [3] presents that IR-drop effect increases up to 16 percent
during at-speed test compared to normal mode. In addition, both [4] and
[5] addressed IR~drop issue and emphasize the importance of avoiding false
delay test failures caused by IR-drop.

Recently many researchers have worked on generating test patterns to
reduce IR-drop effect during at-speed testing so as to avoid false failures of
delay test. The preferred fill proposed in [6] focuses on reducing the Ham-
ming distance between flip-flips outputs. Wen et al. propose a series of work
7, 8, 9] by using X-filling technique to reduce the IR-drop effect. In [7], only
flip-flops transition activity is considered while in [8], both flip-flops and gates
transition activity are studied. In [9], the authors focus on the critical paths
related activities so that the delay malfunction is reduced, and ifill proposed
in [10] is to reduce both shift power-and capture power during at-speed test-
ing by improving the X-filling-technique: Besides X-filling technique, in [11],
a framework for test pattern gemeration is proposed. The process variation
information, power grid topology-and regional constraints on switching ac-
tivity are taken into consideration to generate power-safe scan test patterns.
The main idea of the above approaches except [11] utilizes switching prob-
ability of gates to predict the behavior of circuit and assign values to the
unspecified bits accordingly in a test cube so that the fully-specified test vec-
tors is expected to reduce IR-drop when applied in test mode. However, the
target assigned value may not propagate through a long path. Therefore, the
assignment may result in no effect on reducing IR-drop. In addition, except
[11], the location information such as power grid topology and the adjacency

of gates that switching at the same time are not taken into consideration.



Although the local switching activities is considered in [11], the extra test
patterns have to be inserted and therefore increases test time.

The method of filling unspecified bits in test cube has the advantages
of requiring only minimal changes to the existing ATPGs. In addition, it
would not affect the test data volume and the test time. Therefore, in this
thesis, we take the X-filling approach to reducing the IR-drop effect during
at-speed test. The main difference between our approach and the previous
X-filling methods lies in two aspects. The first one is that we take the spatial
information into consideration in our approach. This is because the dynamic
IR-drop occurs while a large number of gates switch simultaneously in the
small region. Therefore, physical location should be taken into consideration
to efficiently reduce the dynamic IR-drop. The second one is how X-filling
is performed. In previous work [7,;:8,°9], a forward-propagation approach is
taken. Scan flip-flop is assigned value first. Then, the value is propagated
to a target gate. In many 'cases,: side-inputs along a path will block the
propagation and thus target gate will not be assigned an expected value.
Instead, we propose a backward-propagation approach. For a target gate,
a target value is assigned to reduce IR-drop in the target region. Then the
value is backward-propagated to scan flip-flop by solving Pseudo Boolean
(PB) constraints [12]. Our method can assure that a target gate is assigned
its expected value.

The rest of this thesis is organized as follows. Chapter 2 describes the
at-speed testing model we used. Chapter 3 gives our motivation. Chapter 4
presents our main algorithm to reduce IR-drop by taking physical location

of gates into consideration. Chapter 5 shows the simulation framework and



experimental results. Finally, Chapter 6 concludes this thesis.



Chapter 2

At-speed Testing Model

Before describing the motivation of our work, at-speed testing model is in-
troduced first. In our work, we adopt the launch-off-capture schemes for

at-speed scan-based delay test. Figure 2.1 shows an example waveform.

last-shift

(test vector ready)
[

new test vector

load-unload
[

Scan |

i |
| | i
| | |
enable : | | | |

clock A_| +_| +_‘ —‘_

launch:. capture

Figure 2.1: The waveform of launch-off-capture scheme.

In this approach, after the test vector is loaded into the scan chain (at
last-shift pulse), two clock pulses are applied in capture mode. The first
pulse launches the transition at target terminal, which is always the flip-flop
output, and the second pulse captures the response from the flip-flop input
at a scan cell. It can be regarded as two timing frames. The input vector

of the first timing frame comes from the primary input and loaded into the



scan chain. Then, the output vector of the first timing frame become the

input vector of the second timing frame as shown in Figure 2.2.

Second Timing-Frame
( capture )

First Timing-Frame
(launch)

| primary primary primary primary

i input _|Combinational ou&ut input _ | Combinational | output

! ;p > Logic | ;p E Logic

' test output from Flip-Flop

| vector Scan first Timing-Frame Scan output _
E Filp-Flops E Filp-Flops !

Figure 2.2: The timing frame form of launch-off-capture scheme.

Since the false delay path occursbetween the launch pulse and the capture
pulse, our goal is to minimize the impact-of IR-drop effect during this test
cycle. In other words, our goal is'to minimize the switching activity of gates

between the last-shift cycle (before Taunch cycle) and the launch cycle.



Chapter 3

Motivation

In this section, we use an example to show why a target gate may not be
assigned a target value by using forward-propagation approach taken by [7,
8, 9].

Two approaches, X-selection-and walue-selection are used iteratively in
7, 8, 9]. X-selection is to select a specific. X-value (specific flip-flop) to fill
and value-selection is to assign-value to'the selected X based on some priority
function calculated by switching probability to predict transitions.

Figure 3.1 shows an iteration of X-selection and value-selection proposed
in [7, 8, 9]. This figure shows the circuit state at the last shift cycle and the
launch cycle after applying a test vector (P,FF_1,FF 2 FF 3, FF 4) =
(1, X, X, X,0), where X-bits represent unspecified bits.

Let Gy, G3 and G5 be critical gates defined in [9]. Critical gate means
that G, G3 and G5 have high impact on the total IR-drop, and we assume
that G5 > G3 > (G5 in their impact. Since Gy, G3 and G5 have the value
"X’ at the last shift cycle and 7’ at launch cycle, in order to reduce the

switching activity of G5, G3 and G5, it is preferable to have the value of G,



G5 and G5 to be ’1”7 at the last shift cycle.

First, X-priority values of all candidate X-bits including flip-flop FF_1,
FF_2 and FF_3 are calculated. This value represents the priority order of
these X-bits to be filled. For example, the X-priority value of FF_1 reflects
how likely the switching activity of G5, G5 and G5 can be reduced by filling
FF_1. In this example, FF_2 has highest X-priority and is selected as the
first unspecified bit to be filled.

last shift Launch
(test vector ready) ( first timing-frame of capture mode)

Figure 3.1: The example circuit with test cube.

After the target unspecified bit FF_2 is selected, the value 0" and ’1” are
applied to FF_2. The value that can contribute lower transition of Gy, Gj3
and G5 by probability calculation is selected. In this example, value 1’7 is
assigned to FF_2, and the corresponding circuit state at the last shift cycle
is shown in Figure 3.2.

As shown in Figure 3.2, the value of FF_2 is blocked at G4 since I’ is
not a controlling value of AND gate. Therefore, no switching of G5 is not
guaranteed after this assignment.

In the next iteration, G5 and G5 are the remaining critical gates. To



FF 1

FF 2

FF 3

FF 4

last shift
(test vector ready)

Figure 3.2: The example circuit after apply value 1’ to FF_2.

reduce the switching of Gy and G5, FF_3 is assigned value 1. Figure 3.3
shows the circuit state after the second.iteration of X-selection and Value-
selection is applied. Now, both G5 and Gy are set to be 'I’, and G5 has the
value 0’ after implication.

In this case, we notice that G% and G5 have no transition, but G5 has
to switch at the last shift cycle and the launch cycle. However, G5 has
highest impact on IR-drop, and to prevent G5 from switching should have
higher priority than G5 and G3. The reason why the assignment fails to
reduce transition of G5 is that X-priority is measured by using probability
to predict all possible transitions. If a critical gate G is far away from an
input and there are many unspecified X-bits, it is nearly impossible to make
a transition path from an input to G. Therefore, the value of G may be set
to unexpected value during the iterations.

At the beginning of X-filling process, the number of unspecified bits is



last shift
(test vector ready)

Figure 3.3: The example circuit after apply value "1’ to FF_5.

about 80 to 90 percent of the total number of test cube. Hence, the value
assigned to test vector will be always blocked and cannot propagate through
a long path to a target gate.~ Aecording to our experiment, X-filling step
7, 8, 9] at the beginning of the whele iteration process is similar to random
fill, and the filled value hardly propagates to critical gate to reduce transition.

Based on the observation above, we propose a backward-propagation ap-
proach. First, an appropriate value for a target gate is selected to minimize
transition. Then, the value is backward propagated to primary input or
flip-flop. Figure 3.4 illustrates an example.

Let us consider the same example shown in Figure 3.1 and the value of
G5 be assigned I’ to reduce its switching. Then, the value is first backward
propagated to G4. Since Gy is set to '0’, the value of G| or G is set to 0.
Suppose G5 is set to 0’ the value of FF_3 must be set to 0°. Next, the

value of G5 is assigned ’I” to reduce its switching. Hence, the value of FF_2
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1
P FF 1
FF_ 1P
) FF 2
FF 2
FF 3
0
FF_3 FF 4
FF 4F—2S

last shift
(test vector ready)

Figure 3.4: The example circuit after apply backward propagation.

is set to ’1°. After implication process, Gy is set to ’1’. In this backward
propagation process, more than ene unspecified bits in test cube can be set

in one iteration, and G3 and G5 are assured to have an output '1°.
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Chapter 4

The Proposed Method

4.1 The Power Grid Architecture

The power/ground distribution network proposed in [3] is adopted. Fig-
ure 4.1 shows the power grid architecture. The power rings are created to
carry power around the core chiparea. Four VDD and VSS pads are inserted
to the respective rings. The stripes/directly connected to the power/ground
ring and the rails draw power/ground from the nearest power stripe. By

using stripes and rails, the power and ground is routed to the standard cells.

4.2 Overview of Our Proposed Method

Figure 4.2 illustrates the overall algorithm flow. First, a given circuit netlist is
placed and routed. After placement and routing, physical information of the
circuit is utilized in the following steps. Next, region_partition is performed.
Since the power grid topology is taken into consideration, the chip is first
divided into several regions according to the physical layout. Each cell in the

design is then assigned to a region by using its physical co-ordinates. Based
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Rings

Trunks

>Pads

Rails

N=H

i

Figure 4.1: The power/ground distribution network.

Stripes

on the characteristic of the power grid architecture described in Section 4.1,
each region is bounded by the stripes and limited number of rails. If a
large number of cells switch simultaneously within the same region, the IR-
drop effect in this region is regarded as very serious and may increase the
propagation delay.

Our main idea is to minimize switch activities of regions. In order to
achieve this goal, appropriate values (0 or 1) are assigned to unspecified bits
within each region. The next step is target_region_selection. With a set of
given critical paths and the test cubes with unspecified bits, the switching
activity of each region is first calculated. The region with highest switching
activities is selected as target region for assigning values to unspecified bits.
Finally, in the target region, target bit is selected and its value is set one
by one. In the selection of target bit, sub-circuit in target region is modeled

as a Psuedo Boolean constraint problem (PB-problem). The solution to the

13



PB-problem is used to assist us to select target bit and its value. After each
selection, the value of target bit is propagated to primary input and primary
output. The selection continues till the switching activity is smaller than a
threshold value. Once a target region is processed completely, the switch
activities of all regions are re-calculated. The procedure repeats till no more

region to be processed.

Placement &

Routing

Y
S — Region
Critical paths Partition

Target region selection

Y

4

Value set up for target bit Fully specified
m < Random fill
PB-Solver

Figure 4.2: The overall flow of the proposed method.

The details of target_region_selection and the value_set_up_for_target_bit

14



steps are described in the following sections.

4.3 Target Region Selection

In this subsection, we propose a cost function to guide the selection of a
region with serious IR-drop effect. We first apply test vectors to the circuit
to observe the switching activities of each gate during at-speed test cycle. Our
cost function, weighted switching activities (WSA), is defined to represent
the IR-drop impact of each region caused by the test vectors. Give a region,

region j, its WS A,¢gion; is defined as

Vgate i€ region j
WSAregion j = Z (toggle(type;) X switching weight; X Z capacitancey,)
gate 1 k€ fanout of gate
(4.1)

where type; is the type of toggles of gate.i; and toggle(type;) represents the
toggle count of type;. Here, the toggle type includes all kinds of transitions,
ie. 1—0, 0—1, X—0, X—1; 1-¥X,0=X and X—X. Type 4 has toggle count
'0’, and all other types '1” as shown inTable 4.1. For each type of toggle, we
give its switching weight as shown in the fourth column of Table 4.1, where
type 1 has the highest weight and type 4 has zero weight. The last term of
WS A is to calculate the fanout capacitance of gate .

WS A is defined to estimate the IR-drop of each region because it can rep-
resent the supply current demand and the power consumption. Based on the
cost function, the region with the highest W.SA is selected as target region

and is the next region to be processed.

15



Table 4.1: The switching weight of every kind of transition

. switching
type | transition | toggle weight

0—1

1 1—0 ! 2
0— X
1—-X

2 X 0 1 1.5
X =1

3 X —-X 1 1
0—0

4 1—1 0 0

4.4 Value Set Up for Target Bit

After the target region is selected, the X-filling technique will be applied
to reduce IR-drop in this target region:” Since values assigned in the region
are outputs of internal gates, it is required to justify this assignment in the
primary input. In addition, ‘the 'correlations of internal gates between the
last shift cycle and the launch cycle has to be satisfied. Therefore, we model
this assignment problem as a Pseudo Boolean (PB) constraint problem and
solve it by a PB-solver.

The PB-constraint are linear inequalities, and its normal form is expressed

as:

01X1 + OQXQ + -"Cn—an—l > On (42)

where C;€ Z, and X; € {1, 0}. PB-constraint problem can be regarded as

a specialized ILP (integer linear programming) problem where variables are

16



restricted to be boolean value, X; € {1, 0}. Moreover, if all coefficients C;
in equation (4.2) are 1, then the PB-constraint is equivalent to CNF clause
in SAT problem. For example, a CNF clause (X; V X3) is equivalent to a
constraint, X; + Xy > 1 in PB formulation. The difference between SAT
problem and PB problem is that PB problem has an objective function.

Since a circuit can be represented easily by CNF formulas, in our method,
we use PB-constraint to express the correlation between internal gates at two
timing frames. In addition, an objective function is defined to minimize IR-
drop effect within a target region.

Before we describe the modeling, some variables are defined first. Given a
sub-circuit with n gates and flip-flops, where {GF; | i =1, 2, ..., n} represents
a gate or flip-flop in the sub-circuit. The variables are:

S_gfi is the value of GF; at the last shift cycle.

L_gfi is the value of GFj at the launch cycle.

T _GF; is the toggle of GF; and:defined as

it Sigfi# Lgfi
TGF = { 0. it S_gfi = L_gfi

C_GF; represents if GF; is on critical paths and defined as

1, if GF; is on critical paths
0, otherwise.

C.GF, = {

Since our goal is to reduce the total WS A within the target region, the
objective function to be minimized is defined as following:

objective function = Z(Impacti -T_GF}) (4.3)

=1

17



where I'mpact; represents how serious IR-drop can be affected if GF; toggles

and I'mpact; is defined as

Impact; = (1+a-C_GF;) x Z capacitancey 0<a<1 (4.4)
Kefanout of GF;

where « is the weight used to emphasize the importance of T _GF; if GF; is
on the critical path. Since gates on critical paths switching simultaneously
would cause serious IR-drop delay and result in delay defects, it is preferable
that gates on critical paths will not switch. Similarly, gate with large loading
will induce larger current flow, it has more impact on IR-drop.

Let us demonstrate the modeling of the objective function using circuit
shown in Figure 4.3. Let fanout number represents fanout capacitance and
the path, FF 2 — Gy — Gy — G5 — Gy — FF_3, is a critical path in this
example.

The objective function for this.circuit is to minimize:

(I4+a)x1)-T_-Gy + (1x1)-T_-Gy+ (Ix1)T_Gs + ((14+a)x1)- TGy +
(1+a)x1)-T_Gs + (1x3)-T_-G¢ + (1x2)-T_G7 + (1x1)-T_FF; +
(1+a)x2) T_FFy + (14a)x2)-T_FF; + (1x1)-T_FF,

Next, three kinds of constraints are set to model the switching of circuit.

They are output constraint, consistency constraint and value constraint.

o Qutput constraint: This constraint is used to represent the relationship
between the switching activity and the value between the last shift

cycle and the launch cycle. Therefore, it is modeled as XOR S_gfi and
L_gfi.

18



e (Consistency constraint: This constraint is used to maintain the func-

tion consistency at both last shift cycle and launch cycle.

o Value constraint: This constraint is used to indicate the circuit state

after the test cube is applied to the circuit in the target region.

We use the same circuit shown in Figure 4.3 to demonstrate how these
constraints are modeled:
Output constraint:
T_G1 = XOR(S_¢g1, L_g1) T G2 = XOR(S-¢2, L_g2)
T_-G3 = XOR(S-¢3, L-g3) T_-G4 = XOR(S_¢g4, L_g4)
T G5 = XOR(S_g5, L_g5) T_-G6 = XOR(S_g6, L_g6)
T_G7 = XOR(S_¢7, L_gT7)
T_FF1 =XOR(S_ff1, L_.ffl) T_FF2 =XOR(S_ff2, L_ff2)
T _FF3 =XOR(S_ff3, L_.ff3) T_-FF4 = XOR(S_ff4, L_f f4)
Consistency constraint:
S_gl = OR(S_ff2, S_ff3) S=g2= OR(S_ff3, S_ff4)
S_g3 = OR(S_ff1, S_ff2) S_g4 = AND(S g1, S_g2)
S_g5 = INV(S_g4) S_g6 = OR(P, S_g3) S_g7 = NOR(S_g5, S_g6)
L_gl = OR(L_ff2, L_ff3) L_g2 = OR(L_ff3, L_ff4)
L g3 =O0R(L_ff1, L_ff2) L_g4 = AND(L_g1, L_g2)
L_g5 = INV(L_g4) L_g6 = OR(P, L_g3) L_g7 = NOR(L_g5, L_g6)
Value constraint:
P=1 S_ffa=0 S_g6=1 Sg7=0
Lffl=1 L. ff2=0 L ff3=0 L ffa=1
Lgl=0 L.g2=1 L.g3=1 L.gi=0

19



last shift Launch
(test vector ready) (first timing-frame of capture mode)

Figure 4.3: The example circuit with test cube.

Finally, these constraints mentioned above are translated to the corre-
sponding PB-constraint expression. . Table 4.2 shows the type of gates we
used and the corresponding CNF ‘expression and PB-constraint. With the
objective function, a PB-solver [12; 13]-is called to solve the problem.

After we solve the above modeled PB problem, we obtained a set of value
assignments of the gates in the target region. This assignment is to minimize
the object function and, in terms, to minimize IR-drop in the region.

Nevertheless, we will not use all the assignments. Instead, we will just
select a set of assignments and let un-selected gates be un-set. The reasons
are twofold. First, more assignments are set in this region, less signals in other
regions can be set after signals implication. It may result in the case where
the IR-drop in target regions processed at the beginning of the iterations
are maximally reduced and the rest of regions remains the same due to no

unspecified bit. Second, a region with a controllable IR-drop is acceptable.
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Table 4.2: The CNF expression of gates

(A1VA2V-Z)A(=ATV=A2Y-7Z)

Gate CNF PB
Input |Output . .
type expresslon constraint
A+Z > 1), (A+Z > 1
BUF | A | Z (AV—Z)A(=AVZ) (A+Z 2 1), (A+Z 2 1),
(A+A=1), (Z+Z =1)
(A4+Z > 1), (A+Z >1),
INV A Z AVZIN(—AV-Z — —
( N ) (A+A=1),(Z+Z =1)
> > A1+ A24+7 >
NAND|A1A2 7 (AIVZIA(A2VZ)A (A1+Z;1), (A2+7 _71), ( 1+A21—Z >1)
(=A1V-A2v-Z) (A1+A1 =1), (A24A2=1), (Z+Z =1)
- - Al+Z7 > A2+7 > >
NOR |A1.A2] 7 (A1V=Z)A (A1+Z;1), (A2+-Z ;1), (A1+A21LZ > 1)
(=A2V-Z)A(A1VA2VZ) (A1+A1 =1), (A24A2=1), (Z+Z =1)
- - 7 > 7 > A1+ A2+7 >
AND [A1A2] 7 (A1V-Z)A(A2V-Z)A (A1+Z;1), (A2+Z ;1)7 (AHAzlLZ >1)
(mA1V-A2VZ) (A14+A1 =1), (A2+A42=1), (Z+Z =1)
- - Al+7Z > > 7 >
OR |ALA2 7 (mAIVZ)A(=A2VZ)A (A1+Z;1), (A2+7Z _71), (A1+A2tZ >1)
(A1VA2v-Z) (A1+A1 =1), (A2+A2=1), (Z+Z =1)
(A1T+A2+7Z > 1), (A1+A2+Z > 1)
—AIVA2VZ)AN(AIV-A2VZ)A — .
XOR |A1,A2] Z ( I ) (A1+A247Z > 1), (AI+A2+7Z > 1)

(A1+A1 = 1), (A24A2 =1), (Z+Z =1)

Therefore, the selection of signalfor value assignment is proceed as follows.

First, we sort all gates and flip-flops according to their I'mpact defined in

equation (4.4). We select the next gate or flip-flop with the highest impact

for process. If its assignment toggles from last shift cycle to launch cycle, this

gate is not selected and the values are not assigned. If the assignment cause

no toggle, the gate is selected as target bit and the value target value. Next

the selected value is now propagated backward and forward to justify this

assignment. If conflict occurs during the propagation, then the assignment to

this target bit has to be dropped. The selection of target bit and target value

continues until the IR-drop is smaller than a threshold value or no more gate

to be selected. Figure 4.4 shows the flow of Value_Set_Up_for_Target_Bit.
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Figure 4.4: The overall flow of Value_Set_Up_for_Target_Bit.
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Chapter 5

Experimental Result

To demonstrate the effectiveness and efficiency of our method, experiments
are performed. Figure 5.1 illustrates our experimental flow.

The experiments are performed on ITC’99 benchmark [14]. The circuits
are described in VHDL and synthesized. by Synopsys Design Compiler with
TSMC 90nm cell library. Six kinds of ‘gates including BUFFER, INVERTER,
NAND, NOR, AND and OR-are used for synthesis. The gate-level netlist
and the test protocol in STIL formatiare generated. The netlist is input to
SoC Encounter (SOCE) and the output netlist of layout design with detailed
physical location and the timing information after floorplaning, placement,
and routing is produced by SOCE. Then the netlist and the test protocol are
fed into TetraMax to generate test patterns with unspecified bits. Meanwhile,
the timing information is used as input file for PrimeTime to produce critical
paths information. Our algorithm takes the netlist of layout design, the test
pattern with unspecified bits and the critical paths information as input
files, and generates IR-drop-aware fully specified test patterns by utilizing
MINISAT+ [13] as the PB-solver.
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To produce precise IR-drop analysis by using RedHawk, the VCD (value
change dump) format file which records the accurate transition is generated
by simulating the fully specified test patterns. Then, RedHawk reports IR-
drop information according to the VCD file and layout netlist. In addition,
the modified timing information by taking IR-drop effect into consideration
is also reported. Therefore, IR-drop-aware critical paths and path delay are
generated by PrimeTime.

Table 5.1 shows the information of benchmark circuits and the generated
test cube. The circuits are listed in the first column. The columns labeled
#PI #FF, and #Gate represent the number of primary input, the number
of scan-chain flip-flop and the total number of gate count, respectively. The
number of vertical stripes and the number of rows used to divide a layout
into regions are listed in columns 5.and 6. Column 7 labeled as #Region is
the number of regions in each design. The column labeled Fault Coverage
(%) represents the fault coverage by running 100 test patterns and the last
column labeled as X-bits (%) is the X=bit ratio.

Table 5.1: Descriptions of circuits and test cube

Circuit Information Test Cube Information
circuit | #PT | #FF | #Cate | #Stripe | #Row | #Region Eiiilf? X('(};;)ts
b1l 11 31 824 3 16 35 92 62
b12 9 121 935 3 16 41 95 79
bl4 36 215 20328 3 99 202 76 54
b15 40 417 10289 3 115 147 80 s
b17 42 | 1317 | 30537 5 150 324 76 76
b21 36 430 | 25619 5 59 280 69 52
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Table 5.2 shows the voltage drop reported by RedHawk. We compare our
PB-based X-filling method to random fill, 0-fill, and CPA-based X-filling [9].
The results are labeled as r-fill, 0-fill, CPA-based, and PB-based, respectively.
The results of r-fill is our baseline result reference. The columns labeled (%)
are the reduction ratio as compared to r-fill method and the row labeled
Imp(%) shows the average reduction ratio. The columns labeled MAX and
Awvg. list the maximum voltage drop and the average voltage drop of each

benchmark circuit.

Table 5.2: Comparisons of maximum and average voltage drop

r-fill 0-fill CPA-based PB-based

circuit [ MAX|Avg.| MAX Avg. MAX Avg. MAX Avg.

(mV)| (V)| (mV)|(%)| (mV) | (%) | (mV)| (%) | (mV) | (%) | (mV) | (%) | (m V)| (%)

bll | 154 | 1.7 | 6.9 | 55| 1.0+ 41 {1105 | 32| 1.0 |41 | 5.0 | 68| 0.9 | 47

bl2 | 171 ] 1.8 | 9.0 | 47/20.7 {61490 47| 09 | 50| 9.0 | 47| 0.6 | 67

bl4 |280.5(115.5|270.2| 4 164.3 144+273/1| 3 | 96.2 | 17 |275.7| 2 | 66.9 | 42

bl5s |149.4| 25.9 |124.3| 17:{"10:9"| 58110.9| 26 | 17.4 | 33 | 59.6 | 60 | 9.9 | 62

bl7 209.3| 53.2 | 77.5 | 637.16:6-|.69-1122.3| 42 | 30.3 | 43 | 77.5 | 63 | 14.8 | 72

b21 |114.6]21.8|80.4 |30 |19.2 12 |86.5|25|21.3| 2 |65.9|42|20.7| 5

Tmp(%) 36 48 29 31 A7 49

Table 5.3 shows the results of worst IR-drop reduction. The numbers
list in this table are reported by RedHawk. The cells with their worst IR-
drop larger than 6%, 5% and 4% are reported. The columns labeled # are
the number of cells, and the columns labeled (%) are the reduction ratio as
compared to r-fill method and the row labeled Imp(%) shows the average

reduction ratio. bll and bl2 will not be compared since they are small
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circuits so that they have no cells with IR-drop larger than 4%.

Table 5.3: The number of cells with worst IR-drop

r-fill 0-fill CPA-based PB-based

circuit | 6% 5% 4% 6% 5% 4% 6% 5% 4% 6% 5% 4%

# # # # ()| # || # [(B)] # [(R)| # |0 # |(B)] # |[(B)] # || # |(%)

bl4 15481 (1575716149 [12598| 19 |13098| 17 |13539| 16 |16645| -8 |16869| -7 |17080| -6 [13631| 12 [14286| 9 |14848| 8

bl5 4563 | 4626 | 4743 2 100 5 100| 37 99 | 866 | 81 | 2937 | 37 | 3403 | 28 0 100 0 100| 12 |100

b17 10864 | 11675 | 12386 6 100 19 |100| 162 | 99 | 5864 | 46 | 6407 | 45 | 7696 | 38 5 100 17 |100| 140 | 99

b21 256 422 | 1985 3 99 76 82 | 1056 | 47 | 103 | 60 | 265 | 37 | 1582 | 20 0 100| 67 84 | 1389 | 30

Imp (%) 80 75 65 45 28 20 78 73 59

To study how much the maximum path delay can be improved by reducing
IR-~drop effect, the optimal path delay without considering IR-drop effect is
first reported by PrimeTime and compared with those by random fill, 0-fill,
CPA-based X-filling, and PB-based X-filling methods. Table 5.4 shows the
results. The columns labeled delay list.the maximum delay of each design,
and the columns with label r(%) present the increased path delay ratio as
compared to the optimal path-delay. The row labeled Inc(%) shows the

average ratio of the increased path delay.

Table 5.4: Comparisons of maximum path delay
optimal r-fill 0-fill CPA-based PB-based

delay(ns) |delay(ns) |r(%) |delay(ns) [r(%)|delay (ns) |r(%) |delay (ns) |r(%)
b1l 4.07 4.08 0.2 4.08 0.2 4.08 0.2 4.08 0.2
b12 3.17 3.17 0.0 3.17 0.0 3.17 0.0 3.17 0.0
b14 3.06 3.593 |154| 3.26 6.5 3.37 110.1] 3.27 6.9
b15 6.19 6.37 2.9 6.32 2.1 6.35 2.6 6.30 1.8
b17 9.69 10.49 | 8.3 9.92 24| 1007 | 3.9 9.89 2.1
b21 10.13 10.62 | 48| 1040 |27 | 1046 |3.3| 1046 | 3.3
Inc(%) 5.27 2.32 3.35 2.38

circuit
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Figure 5.1: The overall flow of the experiment.
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Chapter 6

Conclusions

In this thesis, we have proposed an X-filling method to reduce the IR-drop
effect during at-speed scan test. First, the circuit was divided into several
regions according to the physical layout. Second, we estimated the IR-drop
effect for each region. Third, X-filling method was used to reduce the switch-
ing activity of the region. The procedure repeated until the IR-drop effect
of all regions is below an user-specified threshold. Compared with the pre-
vious work [9], the experimental result hias showed that in the worst and
average IR-drop, we have 26% and 28% reduction, respectively. The IR-drop
reduction also improved the IR-drop delay. We have 2.4% additional IR-drop
delay in the critical paths as compared with the optimal path delay without
considering IR-drop effect, while the previous work [9] has 3.4% additional
IR-drop delay in the critical paths.
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