Chapter 7: Experiments on Transliteration

Alignment

In this chapter, we describe the setup for the experiments and discuss the performance
evaluation of the proposed transliteration model when applied to align bilingual

transliteration pairs in parallel corpora.

7.1 Experimental Setup

Several corpora were collected to estimate the parameters of the proposed models and
to evaluate the performance of the proposed approach. The corpus 70 for training
consisted of 2,430 pairs of English names and transliterations in Chinese. The training
corpus, composed of a bilingual proper name list, was collected from “Handbook of
English Name Knowledge” edited by Huai (1989). The bilingual proper name list
consists of first names, last names, and nicknames. For example, (Adolf, f7 g %
“Ataofu”) and (Adelaide, 4t % 48, “Atelaite”) are first names, (Abbey, & +t

“Api”) and (Adela, 71t 4+ “Atela”) are last names, and (Archie, f# # % “Aerhchi”)
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and (Allie, = 3 “Ali”) are nicknames, for males and females, respectively. Some
first names are also used as last names. For instance, “Abel” can be either a first name

or a last name. Table 7.1 shows some examples of the training corpus.

Table 7.1 Some samples from the training set TO.

Source word | Target word | Source word | Target word
Abe G Agatha IGRE R
Abbey fe bt Acton G
Abbot e iads Arkwright e s dg 4%
Archer P it Arabella RNl
Adolf foig 4 Alaric [
Adolphus o 2 21 Alasdair Fed 27 %
Adela Al Alastair fritrg f
Adelaide P 48 18 Alethea PG
Arden [ Alonzo ey %
Albert GRAIE = Ariadne S
Alfonso PR Allegra G R =FA
Alfie R Alister e 2
Alf e X Allie G
Algy PEE Arlene e 3k
Algernon e R Alan e &
Alma [ Y Aloys (GRENCE S
Almeric P+ 25| Aloysius RN
Archie P Amadeus [GEEECE s
Alva [ e Amabel RN
Alphonsus G E o Amanda P& 4
Alphonso ek Amelia G k4
Afra P X Arms [P 21
Auvril fr 2t 2§ Armstrong | 74 274% %
Agnes R T Anastasia | [P #8538 @ 72
Argus GRS 4 Arno gk
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In the experiment, three sets of parallel-aligned texts (Chuang et al., 2002), P1,
P2, and P3, were prepared to evaluate the performance of proposed methods. PI
consisted of 500 bilingual examples from the English-Chinese version of the
Longman Dictionary of Contempory English (LDOCE) (Proctor, 1988). P2 consisted
of 300 aligned sentences from Scientific American, USA and Taiwan Editions®. P3
consisted of 300 aligned sentences from the Sinorama Corpus.

In the experiment, we dealt with person and place names as well as their
transliterations from the parallel corpora. The performance of transliteration
extraction was evaluated based on the precision rates of transliteration words or
characters. For simplicity, we considered each proper name in the source sentence in
turn and determined its corresponding transliteration independently. Table 7.2 shows

some examples from the testing set P/.

7.2 TUs for English and Chinese
The proposed model is based on TUs, which are more linguistically motivated than
individual characters. Table 7.3 lists some of the most frequently occurring English

TUs of length 1 to 3. Table 7.4 lists some of the most frequently occurring Chinese

® Scientific American: “http://www.sciam.com” (USA edition) and “http://www.sciam.com.tw” (Taiwan edition).
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TUs. Table 7.5 shows some English-Chinese TU-mapping probabilities automatically

estimated from all of the training data.

Table 7.2 Some bilingual examples from the testing set P/.

He is a (second) Caesar in speech and leadership.
BOARREARE S G A Aol 2

Hamlet kills the king in Act 5 Scene 2.

BBIELSI RS- A RIS

Can you adduce any reason at all for his strange behaviour, Holmes?
AGfE BT, R PRI AE EEE T BT

To see George, of all people, in the Ritz Hotel!

LRI, ARARFRAER IS

He has 2 caps for playing cricket for England.

O g b LRI L

They appointed him to catch all the rats in Hamelin.

WP dp s PR A R R YT R R

Burlington Arcade is a famous:shopping passage in London.
R EARELGIT LR

The architecture of ancient Greece.

RS

Drink Rossignol, the aristocrat of table wines!
R d P S E R b &

Cleopatra was bitten by an asp.

DRIE SLE A ¥ S i e )

I shall soon be leaving for an assignment in India
Mgk S B R BEE - SRR

Our plahe stopped at London (airport) on its way to New York.
APefdire s, ®Y ABRBFER

Schoenberg used atonality in the music of his middle period.
Fiafad Hr g tird,

This tune is usually attributed to J. S. Bach.

B 3R AR S AT s AT,

Now that this painting has been authenticated as a Rembrandt, it

worth 10 times as much as | paid for it!

d**w%blammﬁﬂﬁh,?ﬁﬁ%{ﬁﬁr%T%%ﬁ
+ i

S

87



Table 7.3 Some high frequency English TUs.

Length of High frequency TUs
English TU u
1 a,einlsordt
2 er, ie, ar, I, th, or, ch, tt, ck, ph
3 lle, sch

Table 7.4 Some high frequency Chinese TUs.

Length of High frequency TUs
Chinese TU v
1 iba l,notep mu
2 te, ei, ai, ch, ko, hs, ng, ao, pu, fu
3 ssu;.erh, ieh, chi, hsi
4 shih
5 chieh

Table 7.5 English-Chinese TU-mapping probabilities.

u v | P(|u) u v P(v|u)

h | 0.272 ei i 0.900

ae | ei | 0571 eu | yu | 0.785
ae i | 0.214 ew u 0.500
ai a | 0.500 ey i 0.998
ai e | 0.250 f f 0.586

ar a | 0.794 ff f 0.733
au o | 0.772 ff fu 0.266
aw | ao | 0.545 g ko | 0.350
aw | o | 0.454 g ch | 0.345
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The automatic learning process resulted in mostly regular monographs and

digraphs found in pronunciation dictionaries, such as the Longman Pronunciation

Dictionary (LPD) (Wells, 2001), including “rh” and “au.” However, it also learned

additional TUs, such as “cq” in the person names “Jacqueline” and *“Jacquetta.” For

example, after the second iteration of EM training, the most likely TU alignment

sequence of the name pair (Jacqueline, Chiehkueilin “#:4z3#K”) is shown in Figure

7.1.
J a c¢q u e I i ne
Ch ieh Kk u ei | i n
i =3 Hk

Figure 7.1 TU alignment of the name pair (Jacqueline, Chiehkueilin * # 4% #k”).

It should be noted that an original word may have more than one transliteration.
For instance, the English name “Beaufort” has several possible Chinese terms {“#
4&” (Paofu), “g& 7 (Paofo), “i#4&” (Pufu), “#& # £ (Paofote)}. The TUs of the
word “Beaufort” were automatically and dynamically constructed and aligned with
their corresponding transliteration TUs via the proposed model. The results are shown

in Figure 7.2.
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B ea uf ort B ea uf ort

P a of u - P a of o -
B eaufort B eaufort
P - uf u- - P a of o te

Figure 7.2 TU alignment of “Beaufort” and corresponding transliterations.

Although Knight and Graehl - (1998) -applied EM to automatically learn
similarities of English-Japanese name. pairs, English words and Japanese katakana
words have to be converted into English-sounds and Japanese sounds, respectively,
via pronunciation dictionaries. Each English sound can map to one or more Japanese
sounds. Compared with their study, one of the advantages of our approach is that we
do not have to find the exact pronunciations via dictionary lookup or various
grapheme-to-phoneme rules. To be more specific, a set of often-used Chinese
characters for transliteration was selected from the collected corpora. Although many
Chinese characters have more than one pronunciation, we found that almost all the
characters used for transliteration have unique pronunciations. For those Chinese

characters not used for transliteration, we choose the most frequently used
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pronunciation instead. Since we focus on transliterated words, we do not apply any
Chinese pronunciation disambiguation algorithm to decide the exact pronunciation for
each character. Thus, the romanization of Chinese Characters can be conducted
directly via table lookup instead of using a pronunciation dictionary. Moreover, to
accelerate the convergence of EM training and reduce noisy TU pairs at
grapheme-level string mapping, we adopt a many-to-many mapping under the
constraints of a limited set of matched types based on phonetic knowledge. The
maximum lengths of English and Chinese TUs are 3 and 5, respectively. Table 7.6

shows the match types and English and Chinese TUs obtained in our experiments.

7.3 Evaluation Metric

In the experiment, the performance of transliteration extraction was evaluated based
on precision and recall rates at the word and character levels. Since we considered
exactly one proper name in the source language and one transliteration in the target

language at a time, the word recall rates were same as the word precision rates:

number of correctly extracted words (7.1)

Word Precision (WP)=
number of correct words

The character level recall and precision rates were defined as follows:

. number of correctly extracted characters
Character precision (CP) = f 24 . (1.2)
number of extracted characters
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Character Recall (CR) = number of correctly extracted characters . (7.3)

number of correct characters

Table 7.6 Examples for each match type.

Match type TU pair

0-1 ¢ . h.C .00 .n( v
1_0 (h’ )’(k! )!(d! )l (t’ )
1 - 1 (r! I)! (yv I)’ (mv m)

1-2 G, ch), (f, fu), (d, te)

1-3 (s, ssu), (1, erh), (r, erh)

1-4 (s, shih)

2-0 (ghy )

2-1 (bb, p), (ey;1), (mm, m)

2-2 (dg,-ch),(wh;:hu), (ck, ko)

2-3 (le, erh), (re, erh), (ce, ssu)

2-4 (ce, shih)

2-5 (ge, chieh)

3-2 (sch, hs)

3-3 (lle, erh)

3-4 (sch, shih)

7.4 Experimental Results and Discussion

In the experiment of extracting transliterations on the data set P/, the TM model

achieved, on average, a word precision rate of 86%, a character precision rate of
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94.4%, and a character recall rate of 96.3%, as shown in Table 7.7. The performance
could be further improved by means of simple statistical and linguistic processing, as

shown in Table 7.7.

Table 7.7 The experimental results of transliterated word extraction.

Test Set Methods WP Cp CR
Pl ™ 86.0% | 94.4% | 96.3%
(LDOCE) TM+R1 88.6% | 95.4% | 97.7%
TM+R2 90.8% | 97.4% | 95.9%
TM+R1+R2 94.2% | 98.3% | 97.7%
P2 ™ 90.7% | 96.9% | 97.3%
(Scientific American) TM+R1 92.7% | 97.6% | 97.9%
TM+R2 92.0% | 97.8% | 97.3%
TM+R1+R2 94.0% | 98.3% | 97.9%
P3 ™ 86.7% | 94.2% | 96.1%
(Sinorama) TM+R1 89.0% | 94.9% | 96.8%
TM+R2 87.7% | 95.8% | 94.9%
TM+R1+R2 93.0% | 96.5% | 96.7%

Table 7.8 shows some examples of Chinese transliterated words, correctly
extracted using the TM model, from PI. Although, the TM model failed in some
cases, most of these problems could be overcome through the addition of simple
linguistic processing, as shown in Table 7.9. The error in the case of “Quirk” occurred
because “Quirk” is much closer to 5. - (kohoko)” than to “4# 5. (KoKo),” based

on phonetic similarity. In this case, the Chinese transliteration plainly cannot be
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correctly extracted. Similar problems, due to similarities at the grapheme level,

occurred with the name pairs (Tom, #+#* “tangmu”) and (John, i “yuehhan”),

as shown in Table 7.9. It is obvious that a collection of commonly used or highly

varying transliterations can be incrementally added to a lookup list to further improve

the system performance.

We have also performed the same experiments on the data sets P2 and P3, and the

results are shown in Table 7.7. Although the performance of the TM approach on the

data sets P/ and P3 are worse than that of P2, obviously, the integrated scheme

(TM+R1+R2) exhibits considerable robustness in extracting transliterated words from

different data sets in various domains. The results in Table 7.10 show the average

rates of word and character precision for the test sets are around 93.8% and 97.8%,

respectively.
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model, from P].

Table 7.8 Some examples of Chinese transliterations, correctly extracted by the TM

Bilingual Sentence Baseline

He is a second Caesar in speech and leadership. S

BOAEIE AR B e A G Aol R (kaisa)

In this case I'm acting for my friend Mr. Smith. g BT
AL NP L BETAS TN T, (shihmissu)

What's your alibi for being late this time Jones? L

Par, R ERI G P AEC? (chungssu)

Can you adduce any reason at all for his strange behaviour, | 4% & &7

Holmes? (fuerhmossu)

AGH AL, BRFENCAEED EEs T REFLR?

They appointed him to catch all the rats in. Hamelin, R

ERAECRCE L sl i Sl B (hanmulin)

Drink Rossignol, the aristocrat of table wines! RO E

shid iFpr | SR s (lohsino)

Cleopatra was bitten by an asp. o) B IR 4

s AR R AFS A T A F S

(koliaopeitela)

Schoenberg used atonality in the music of his middle period.

SOt

Hiafhe B @AM NI (sangpoko)
If you have to change trains in London, you may be able to | 4%t

book through to your last station. (luntun)
Bhrin & A G3cHe LV B aizg, BT U R - RAREKD F

Bofs— zhend B

This tune is usually attributed to J. S. Bach. = vh

i Y RRLE AT T (paha)
Byron awoke one morning to find himself famous. i
i PRERFIRA 2 2 g F, (pailun)
You must have kissed the Blarney Stone to be able to talk | # 3 &
like that! (pulani)
- A ER PR DB AR EEEIR S

Quirk and Greenbaum collaborated on the new grammar. R0

o R frRetRIt & Fip A AT 2 e (kolinpang)
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Table 7.9 Some examples of possible Chinese transliterations extracted by the

proposed approaches.

(**” means the Chinese transliterated words are not correctly extracted.)

Bilingual Sentence Baseline +R1 +R2 +R1+R2
David, as you know, writes + fgFeh + fFen + *
dictionaries. (taweite) (tawei)

e i, A G (FE B PL

The Mediterranean Sea bathes the | & ~ F1i% 7 BPa g < s BP s
sunny shores of Italy. (teitalihaian) (tichunghai)

PR EE AL RO S JIA A

P 0 8

You have borne yourself bravely in | # ¥ i©2 & Sl pRih A R ik} R izl
this battle, Lord Faulconbridge. (fokenpolichueh) (fokenpoli)

Wy ing &, ARFREEAR

d583)

Ancient Rome and Greece. 3 % 78, g # .
vRE2 A, (chihsi)

Jane is blossoming out into a beautiful |- % & EO D )

girl. (cheni) (chen)

e hAFxLi- BERALIZT,

Tom likes to boss younger children | # 7 7 PR
about. (tang)

PR v S E RN R S

£,

Quirk and Greenbaum collaborated on | # -t et % 0 et *
the new grammar. (kohoko)

Frfrftht g Fig kAT 2 g,

John seems to have made a real | # 7 2 >
conquest of Janet. They're always | (Jen)

together.
A E e g I mnY

B - A,
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Table 7.10 The average rates of transliterated word extraction for overall corpora.

Methods WP CP CR
™ 87.5% | 95.1% | 96.6%
TM+R1 89.8% | 95.9% | 97.5%
TM+R2 90.3% | 97.1% | 96.1%
TM+R1+R2 | 93.8% | 97.8% | 97.5%

Compared with the previous work, the proposed approach has three advantages.
First, the proposed method learns the parameters of the model automatically from a
list of bilingual name pairs without using a pronunciation dictionary or
grapheme-to-phoneme rules for the 'source words. Second, the proposed framework is
easier to port to other language pairs as-long as there is some transliteration training
data. Third, the proposed approach matches TUs in the two languages directly,
therefore accelerates the matching process by skipping the grapheme-to-phoneme

phase.
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